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Preface

This second edition of Guide to Mathematical Modelling has the same overall aim as the first edition
(published in 1988), which is to provide a beginner text for students. Whilst there is a number of
significant changes from the content of the first edition, the selected topics and order of treatment have
again been chosen with student readership in mind. We have addressed the problem of how
mathematical modelling is done, as well as what a mathematical model is, and so have avoided
presenting merely a long catalogue of completed modelling ‘case studies’. There is also reference to the
overall purpose of a mathematical modelling course in the context of training professional applied
mathematicians.

The book is essentially a first course; so the amount of prerequisite mathematics and statistics is quite
modest. It is chiefly aimed at the first or second year level in an undergraduate degree course in
mathematical sciences, but the treatment is such that some of the material could be used within a school
sixth-from mathematics programme. The contents have formed the basis of beginner modelling courses
run by both authors at their respective universities. Their experience in teaching mathematical
modelling is now spread over a twenty-year period and covers courses not only at first year
undergraduate level, but also to final honours and postgraduate students.

At the outset in a book of this kind, it is important to explain not only what modelling is but also why it
is worth doing. It is not merely a means of making the curriculum in mathematics and statistics more
lively and applicable. To accept this role is to miss the point. The objective is to provide an approach to
formulating and tackling real-life problems in terms of mathematics and statistics. When entering
employment we are in the real world where mathematicians will require additional skills to those
gained by learning conventional material, important though this of course is. The activity of
mathematical modelling, as indicated within this book, promotes the development of these extra skills.

The book is divided into 10 chapters (as before). Although it is not necessary to follow the book strictly
in chapter order, this may be preferred since there is some progression in difficulty as the subject is
developed. It should be noted that some of the content in the early chapters is revisited later as the
material progresses. It is vital, however, that readers try their hand at many of the problems given here
since modelling competence can only be achieved by active participation.

The opening chapter sets the scene, chapter 2 then presents a wide variety of modelling problems. The
idea here is to show just how wide the field is for interesting and useful examples, all of which can be
developed further than is treated in the text. All of the 12 examples have been used with student groups
recently. There has been extensive revision of the material from that contained in chapter 2 of the first
edition. Showing what can be done by ‘jumping straight in’ helps us to focus on the key difficulties in
progressing the models and helps us to see the necessity for a structured approach (methodology).
Modelling methodology is dealt with in detail in chapter 3. The best beginner modelling courses would
probably start with one such open investigation taken from chapter 2, then followed by student group
work based on first seeing the methodology in operation on a selected tutor-led problem.

The formulation of a problem in mathematical terms is where most of the creative work in carried out.
‘Converting into mathematics’ is hopefully aided by working through chapter 4. The essential skills for
producing a successful model can be summarised as:

1. identifying the key problem variables and making sensible simplifying assumptions
2. constructing relations between these variables

3. taking measurements and judging the size of quantities



4. collecting appropriate data and deciding how to use the data

5. estimating the values of parameters within the formulation that cannot be directly measured or
calculated.

Advice and practice on these issues is provided in chapter 4, where considerable revision has taken
place from the content of the first edition.

The backbone of the text follows in chapters 5, 6 and 7. The nature of the constructed mathematical
model depends on the context; and as has been indicated in chapter 2, this can be very wide (covering
all activity from wall-paper design to space flight!). In reality, many of the most important uses of
mathematical models is where some time-dependent phenomenon is being considered: populations,
mechanical effects, distribution of goods, queue progression and so on. Prediction of future behaviour
is required. These situations are covered in the chapters as follows: in chapter 5 we deal with ‘discrete’
models where the outcome is needed at discrete time intervals, such as hourly, daily, yearly, and the
resulting models usually involve ‘difference equations’. In chapter 6, we investigate models in which
the variables are continuous functions of time, such as often occurs in physics and engineering
problems. The rates of change of the variables give models involving ‘differential equations’. Chapter 7
deals with problems that include a random feature that demand some statistical analysis. The situation
being investigated is often a queue problem of some sort. Chapter 5 is a new chapter in this second
edition.

Chapter 8 on using data has been included to highlight the importance of data collection leading to
empirical model building. (As compared with model building based on scientific concepts discussed
previously.) By an empirical model we mean one that relies entirely on data without using physical
principles to help. Data-fitting techniques including statistical regression analysis can be widely studied
elsewhere: here we concentrate on the modelling aspects.

In chapter 9 a collection of more demanding examples is presented, some being fully developed but
others left for the student to process. Some revision has taken place with the content here from the first
edition of the book.

Finally chapter 10 is devoted to communication. This is vital for the successful implementation of a
mathematical model. It will be necessary to explain the ideas behind a model to other people, some of
whom may not necessarily hold the same opinions as the modeller. Often the decision on
implementation lies with a non-mathematician who will require a concise report that highlights the
main issues. Sometimes the contact with customers is restricted to a short verbal communication.
Giving an effective presentation will be crucial in getting results accepted. These communication skills
do not always come easily to beginners, so advice is provided in this chapter.

Generally, putting your model on the computer will usually be required to get at a ‘solution’. This
aspect has not been our primary remit in this book since we have concentrated on the modelling side.
Nevertheless at all stages we have shown the delivery of the model results from a variety of software
sources, particularly using spreadsheets. It is assumed that students doing mathematical modelling will
be taught information technology alongside so that they are proficient with (for example) a computer
algebra package, a spreadsheet such as Microsoft Excel and also perhaps more specialised packages
that solve differential equations or carry out discrete event simulations.

The content of this book complements other material usually studied in a mathematics degree course,
and there is plenty of scope for further work in modelling as experience in mathematics and statistics is
increased. Solving real problems by mathematical modelling is a challenging task, but it is also highly
rewarding. If by working through the book readers gain confidence to take up this challenge, then the
authors will be satisfied that the effort of producing the book has been worthwhile.
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CHAPTER 1
What is Modelling?

1.1 Introduction

In industry and commerce the availability of fast and powerful computers has made it possible to
‘mathematise’ and ‘computerise’ a range of problems and activities previously unsolvable owing to
their complexity. The opportunities for application of mathematics and statistics have therefore
increased over the last 25 years. This means that there are more careers in industry and commerce
which require a mathematical and statistical input. When the impact of complementary and related
skills in computing and information technology is taken into account, there is now a very large and
varied field of employment.

These opportunities can only be met if there are enough qualified professionals available with the right
qualities to contribute. Precisely what qualities you need to develop in order to become an effective
user and applier of mathematics will be described in the succeeding chapters of this book.

It is important to realise at the outset that learning to apply mathematics is a very different activity from
learning mathematics. The skills needed to be successful in applying mathematics are quite different
from those needed to understand concepts, to prove theorems or to solve equations. For this reason, this
book is bound to appear different from a text dealing with a particular branch of mathematics. There is
no theory to learn and there are only a few guiding principles. This is not to suggest, however, that
mathematical modelling is an easy subject. The difficulty is not in learning and understanding the
mathematics involved but in seeing where and how to apply it. There are many examples of very
simple mathematics giving useful solutions to very difficult problems, although generally speaking the
complexity of the problem and of the required mathematical treatment go hand in hand.

Professional modellers have to deal with a variety of real problems, and their main task is to translate
each problem into a mathematical form. This is the essence of modelling, and it can involve discussions
to clarify the problem, identification of problem variables, estimation, approximation and an
advocation of courses of action that may cost money and time.

The power industry provides many examples of how mathematical modelling is used. Problems of flow
of water, electricity, gas and oil, and the necessity to match provision of these with varying demand,
clearly lend themselves to mathematical treatment. The risk aspects of power provision, particularly in
connection with nuclear power, are also analysed by use of statistical and mathematical models.

Other activities in which mathematical modelling plays an important part are planning, security and
communication. Government departments depend on mathematicians to predict, for example, provision
in transport, education and leisure requirements as populations change. Everyday use of debit and
credit cards requires privacy and authentication in electronic communication. This can be achieved by
modelling an individual's signature digitally in such a way that subsequent financial transactions are
secure. There are many new areas where modellers are at work: for example in medicine on ultrasonic
research, cancer detection and wound healing.

1.2 Models and modelling

Consider the problem of optimising traffic flow near a roundabout. Unless mathematical and statistical
techniques are used at the planning stage to predict the flow of traffic, the alternative is to build several
differently designed roundabouts at considerable expense in order to find out which is the best. There



are many situations like this where the use of mathematics provides valuable information concerning
the behaviour of a system at much lower cost than an alternative ‘trial-and-error’ approach.

In road and traffic research laboratories, many traffic flow situations are analysed theoretically. Data
are collected on the speed, size manoeuvrability of vehicles, traffic density and junction configuration.
Relations between the essential variables are then drawn up using mathematical and statistical
techniques. From examination and interpretation of the results the best roundabout configuration at
some particular junction can be predicted. We say that the researchers have ‘built a model’ of the
roundabout — not a physical model but a mathematical model. The model would usually be converted
into a computer simulation, which could then be used to evaluate other similar roundabout designs.
Other people within the laboratory will be capable of using the model, but it is the skill of constructing
the model in the first place that we wish to capture.

Enough has been said now to give an idea of what mathematical modelling is and why it is so
important. Exact definitions are not essential at this stage, but you will notice that it is easier and more
useful to explain the process of modelling than to ponder on exactly what we mean by a model. Any
model (including a physical model) can be defined as a simplified representation of certain aspects of a
real system. A mathematical model is a model created using mathematical concepts such as functions
and equations. When we create mathematical models, we move from the real world into the abstract
world of mathematical concepts, which is where the model is built. We then manipulate and ‘solve’ the
model using mathematical or statistical techniques. Finally we

re-enter the real world, taking with us the solution to the mathematical problem, which is then
translated into a useful solution to the real problem. Note that the start and end are in the real world.

It is also important to realise at the outset that mathematical modelling is carried out in order to solve
real problems. The idea is not to produce a model that mimics a real system just for the sake of it. Any
model must have a definite purpose, which is clearly stated at the start. This statement may itself vary
according to the point of view of the model user and there could in some cases be a clash between
opposing groups regarding the particular objectives involved. For example, the effect of a new road
bypass on a town centre traffic jam could be viewed differently depending on whether we side with the
drivers, the pedestrians, the shopkeepers or the persons over whose land the new road will be built. It is
possible that the model construction will be affected by such viewpoints, although generally it will not
be the modeller's job to make a moral judgement on the issues.

It must not therefore be thought that for a particular problem there is one right and proper model. We
are not in the same situation as with arithmetic or algebra, where, to each question, there is one correct
answer. Many different models can be developed for tackling the same problem. (It is also true, and a
remarkable demonstration of the power of mathematics, that the same abstract model can often be used
for quite different physical situations.) Some models may be ‘better’ than others in the sense that they
are more useful or more accurate, but this is not always the case. Generally the success of a model
depends on how easily it can be used and how accurate are its predictions. Note also that any model
will have a limited range of validity and should not be applied outside this range. This range could be a
cost or resource or perhaps a mathematical restriction where a parameter must be non-negative.

1.3 The learning process for mathematical modelling

It is easy to describe real modelling problems undertaken by the professionals, but how are you to
begin to develop your own expertise? As you start to work through this book, you are probably
reasonably confident about elementary calculus, algebra and trigonometry and perhaps also some
statistics and mechanics, but constructing mathematical models is a different matter. This book aims to
help you to learn how it is done. It is not necessary to attempt complicated modelling problems based



on industrial applications. The ‘art and craft’ of model building can be learned by starting with quite
common-place situations which contain a mathematical input based only on the mathematical work
done at secondary-school level. As experience and knowledge are gained both in conventional
mathematics and statistics as well as in

modelling, then increasingly demanding problems can be considered. The first examples need not be
contrived or false, for there are plenty of simple real-life situations available for study. Within chapter
2, 12 such examples are investigated.

By the time that you have worked your way through to the end of this book, you should have gained
considerable experience of mathematical models and modelling. It is important to do modelling
yourself, to try out your own ideas and not to be afraid to risk making mistakes. Learning modelling is
rather like learning to swim or to drive a car; it is no good merely reading a book on how to do it.
Similarly, with modelling, it is not sufficient to read someone else's completed model. Also
mathematics has perhaps acquired a reputation for being a very precise and exact subject where there is
no room for debate: you are either right or wrong. Of course, it is entirely appropriate and necessary
that mathematical principles are based on sound reasoning and development but, when we come to
model some given problem, we must feel free to construct the model using whatever mathematical
relationships and techniques seem appropriate, and we may well change our minds several times before
we are satisfied with a particular model.

It is often important, for the best results, not to work on your own. In industry, it is normal for a team of
people to work together on the same model, and the team may consist of engineers or economists as
well as mathematicians. It should be the same for beginners at the student level; although you may read
this book by yourself, we hope that most of the modelling exercises are tried amongst a group.
Different people have different suggestions to make, and it is important to pool ideas.

To be a successful mathematical modeller it is not sufficient to have expertise in the techniques of
mathematics, statistics and computing. Additional skills have to be acquired, together with the
following general qualities: clear thinking, a logical approach, a good feel for data, and an ability to
communicate and of course enthusiasm for the task!

Summary

Mathematical modelling consists of applying your mathematical skills to obtain useful answers to
real problems.

1.2 Learning to apply mathematical skills is very different from learning mathematics itself.

Models are used in a very wide range of applications, some of which do not appear initially to be
mathematical in nature.

Models often allow quick and cheap evaluation of alternatives, leading to optimal solutions which
are not otherwise obvious.

1.5 There are no precise rules in mathematical modelling and no ‘correct’ answers.

1.6 Modelling can be learnt only by doing.



CHAPTER 2
Getting Started

Aims and objectives

A selection of modelling problems is presented in this chapter. There are 12 in all, taken from a wide
range of application areas, and with a variety of demands on the user. Some mathematical background
and technique is required for these 12 problems, such as that normally found in the first year of a
mathematics degree course. This means an awareness of basic calculus, geometry and trigonometry.
Also some knowledge of elementary matrix algebra, probability and statistics will be assumed. Simple
kinematic relations are also drawn upon as necessary.

The overall objective is to get an idea of what mathematical modelling is about.

2.1 Introduction

Mathematical modelling is an active pursuit that can only be learned by doing it yourself (or in a small
group). Getting started may be the big step — a bit like swimming — once launched safely and backed by
some success then confidence grows and also mathematical robustness and maturity. Whilst the overall
point in teaching mathematical modelling is to help train applied mathematicians (for industry and
business), we can make a start at undergraduate level. There is no need to wait to try modelling until
you have three or four years of university training behind you. There is every reason to start early in the
degree programme and gradually build up experience and the necessary skills.

The 12 examples are intended to show what mathematical modelling is about in practice. The problems
are not all equally difficult or of equal length to ‘solve’. We must be careful about using a term like
‘solve’ since in modelling there is often no single answer to the problem in the conventional manner.
Alternative approaches can often be found to those given in the examples and this is quite normal in
mathematical modelling. Sometimes there are ‘second thoughts’ about a particular problem, first setting
up a simple model but then modifying it by introducing more sophisticated techniques depending on
the level of mathematics you possess. This progression will be considered again in the next chapter.
Thus in the spirit of ‘Getting Started’ all the examples below are all presented in a straightforward
manner.

2.2 Examples
Example 2.1

Data fitting

(a) Bird life longevity
Problem description

Ornithologists have an important role in nature conservation and in the protection of bird life generally.
Collecting and understanding data on bird life helps in this protection work. One useful investigation
concerns the normal life span of common British birds and whether there is a general model that can be
formed to relate ‘longevity’ with ‘body mass’. Data is available as shown in Table 2.1.

Table 2.1



Bird Mass/kg Longevity/years

Chaffinch 0.022 12
House Sparrow 0.027 12.5
Kingfisher (.045 14
Magpie 0.25 15
Sparrowhawk .34 16
Wood-pigeon 0.52 17
Peregrine Falcon 1.0 19
Stork 33 24
Golden Eagle 6.0 26

Model formulation

This is a simple data-fitting situation in which we are interested in finding out whether a model formula
can be evaluated to relate longevity with body mass. Denoting the bird longevity by L (years) and the
body mass by M (kg), the idea is to construct the model in the simplest way that is reasonable. In order
to appraise the situation first, a scatter graph of the data is necessary. This can easily be produced using
a spreadsheet package (such as Microsoft Excel) or drawing by hand. A spreadsheet package is an
important modelling tool that will be referred to many times in this text. Here the subsequent attempt to
obtain the bird formula can be simply carried out using spreadsheet facilities.

Figure 2.1 shows the outcome from the scatter plot, taking mass as the input variable ( x -axis) and
longevity as the output variable ( y -axis)

The results indicate a concave downward effect for the possible relation we are seeking. It is reasonable
to assume the obvious fact that * M = 0 implies L = 0’ and so we shall look for the model in the form:

L=aM" (2.1)

where a and b are constants to be determined. This choice of an algebraic formula seems reasonable;
we expect b to be < 1.0 (and positive). Since there is no inherent ‘growth’ or ‘decay’ feature present in
the original problem it is reasonable not to use exponentials in the construction. Having obtained the
relation (equation 2.1), it could be used to predict longevity of other bird species.

The next step is to attempt to calculate values for a and b and this is done by taking logarithms. This
well-known procedure is very important in analysing data and obtaining resulting model fits. We can
use either ‘base e’ logs or ‘base 10’ without loss; in either case the original suggested formula is
linearised:

1.e. using ‘base 10" gives log; (L) = log,y(a) + blog,,(M) (22)
Hence if the bird data does agree with equation (2.1) then equation (2.2) will be a straight-line graph
when log 10 ( M ) is plotted against log 10 ( L).

Taking logarithms to base 10 produces Table 2.2. On carrying out the plot we obtain the outcome
shown in Figure 2.2.

The graph shows the fitted straight line and gives the equation of the line in local ( x, y ) coordinates
together with a measure of the quality of the fit obtained. We may have to draw in the ‘line of best fit’
by hand, but a spreadsheet package will automatically calculate this using the ‘least squares principle’.



In this case the outcome is that:

logp(L) = 0.1299 log, (M) + 1.2895 (2.3)
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Iﬂg”]{fll’fj Iﬂ‘g“][f:rj
1.658 1.079
—1.569 1.097
—1.347 1.146
—0.602 1.176
—0.469 1.204
—(.284 1.230
(.000 1.279
(.544 1.380
0.778 1.415

while the R 2 value close to 1.0 indicates a good fit.

Should this linear fit be poor — indicated by a low R 2 and also visually in Figure 2.2 by a clear
noncolinearity in the data — then this would suggest that the original proposed model (equation 2.1) is
invalid. We must abandon the attempt to relate longevity with mass using equation (2.1) or try an
alternative model formula. This data-fitting activity can be examined further in many standard texts in
statistics as ‘regression analysis’. See, for example, the text by W. W. Daniel and J. C. Terrell listed in
the Bibliography.
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The objective was to calculate values for the original constants a and b for the model.

From equations (2.2) and (2.3) it can be seen that b = 0.1299 = 0.13 and log 10 (a ) = 1.2895, giving a
=19.47 =~ 19.5. Thus finally the bird model formula is:

L=19.5M"" (2.4)

Interpretation

1. How good is this finished model and what would be its use? It can be seen as a rough guide
only despite the evident goodness of fit shown in Figure 2.2. Only nine data pairs are available
therefore adding more data would give greater confidence to the outcome. The outcome shows
something of the use of spreadsheet modelling.

2. Data measurement and accuracy (reliability) also play some part in this model. Note that the
mass data is quoted to two significant figures and longevity to the nearest half year. Is this
reasonable? The figures stated here will have been averaged from ornithologists’ collected data.
We note that the mass of the eagle is about 270 times that of the chaffinch!

The final result should not contain a precision greater than the input data. A further concern for
the ornithological modeller is that bird mass will vary depending on bird habitat. On the other
hand by including both the eagle and the chaffinch we have some claim to getting an overall
formula with some credibility.

(b) Athletics times
Problem description

Sporting achievement is always interesting to measure as performances continue to improve and
records are broken. In athletics track events winning times are coming down for both men's and
women's races. In the Olympic Games the times achieved for the 200 m by both men and women make
a useful investigation. Two questions of interest are (i) is there some limiting time below which it will
be impossible for any human to complete a 200 m race? and (ii) will the winning times of women
always be inferior to men? Data is available from 1900 for the men's 200 m Olympic Games winning
times and from 1948 for women.



Model formulation

The data is readily available and is given in Tables 2.3 and 2.4. We have to examine and analyse the
data by first graphing it following a similar procedure to that previously described.

From Table 2.3 we can notice the preponderance of USA winners in this event and also that the times
have been descreasing although not continually (or monotonically). This data is of a different nature to
that used in the previous example in that it is a time series. Also modern measuring techniques mean
that the times given are reliable to the quoted precision. Note that since 1968 it has been possible to
measure correct to the nearest onehundredth of a second. It is practically impossible to imagine what
0.01 s actually records, but to help we can calculate how far a runner will travel in 0.01 s:

Table 2.3 Men's 200 m Gold medallists

Year Name Country Time/s
1900 W, Tewksbury USA 222
1904 A. Hahn LISA 21.6
1908 K. Kerr Canada 226
1912 R. Craig LISA 21.7
1920 A. Woodring LISA 22.0
1924 J. Scholz USA 21.6
1928 P. Williams Canada 218
1932 E. Tolan LISA 21.2
1936 J. Owens USA 20,7
1948 M. Patten USA 21.1
1952 A. Stansficld USA 20,7
1956 R. Marrow LISA 206
1960 L. Berruu ltaly 20.5
1964 H. Carr LISA 203
1968 T. Smith LISA 1983
1972 V. Borsov LISSR 20000
1976 D, Quarrie Jamaica 2023
1980 P. Mennea Italy 20,19
1984 C. Lewis LISA 19.80
1988 J. DeLoach LISA 19.75
1992 M. Marsh USA 20001
1996 M. Johnson USA 19.32
2000 K. Kenteris Greece 20008

Table 2.4 Women's 200 m Gold medallists



Year Name Country Time/s

1948 F. Blankers-Koen Holland 24.4
1952 M. Jackson Australia 23.7
1956 B. Cuthbert Australia 234
1960 W. Rudolph USA 24.0
1964 E. McGuire USA 23.0
1968 I. Szewinska Poland 22.5
1972 R. Stecher East Germany 224
1976 B. Eckert East Germany 22.37
1980 B. Wockel East Germany 22.03
1984 V. Brisco-Hooks USA 21.81
1988 F. Gnffith-Joiner USA 21.34
1992 G. Torrence USA 21.81
1996 M-J. Perec France 22,12
2000 M. Jones USA 20.84

Running 200 m in (say) 20 s gives an average speed of 10 ms —1 so the athelete travels 10 X 0.01 m in
one-hundredth of a second = 0.1 m = 10 cm. This is a realistic viewable gap between athletes provided
the finish can be photographed. It would seem that a time quoted correct to three decimal places (in
seconds) is not realistic.

In order to answer the two questions (i) and (ii) posed in the problem description, we will try to model
the patterns of the data. Again a ‘scatter’ graph plot is the place to start (see Figure 2.3).

A downward trend is shown for both men and women as expected. We notice that the performance in
both the men's and women's event has slightly deteriorated since 1988. Nevertheless there is visual
evidence that the two data sets are closing up.

To return to the modelling task and the two questions posed; there is a prediction feature to answer.
One of the important uses of mathematical modelling is essentially about making reliable and useful
predictions. This occurs in supply and demand examples (water and power), rocket and payload
behaviour (before launch!) and money market tactics to name some obvious situations. It can be very
expensive to ignore the effectiveness of a good mathematical model to help in decision making if a
mistake is subsequently made through merely backing a hunch, which proves to be wrong.

Thus the issue here is to predict from the given data what winning times will be achieved in the future.
Looking at the graph in Figure 2.3, we wish to extrapolate forward over the next 20 or 30 years or so
and obtain answers to (i) and (ii).
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Following on from Example (a) we shall fit a model formula to each data set using spreadsheet tools.
By looking at the data a simple linear fit for the original raw data can be carried out since neither set
suggests clearly any alternative fitting function (see Figure 2.4).
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Interpretation

The outcome shown in Figure 2.4 epitomises some of the dangers of predictive modelling. Linear
models for the 200 m times may be acceptable over the periods covered by the data, but what
credibility can be placed on times predicted in years ahead? The steady fall in winning times for the
men's race

indicates that ultimately y = 0 at x = 22.177/0.0269 = 824. Thus using the model, the race is run in zero
time in the year 2724 AD. This indicates no limiting time for runners at all which seems unreasonable!
Thus question (i) has not been satisfactorily answered so far using the suggested models. With regard to
(ii), we can say something. Looking at Figure 2.4 it is clear that the fitted line for the women's race is
steeper than that for the men. The more rapid improvement shown in women's performance could
indicate a closing up in winning times with the men so that there would be equality by about the year
2050 if performance improvement continued at the same rate.

Returning to question (i), we must conclude that the linear model is only valid for a limited range of



years. Obviously a different model would seem more suitable such as

T =aexp(—bt) or T =c+aexp(—bt)

where T is the time achieved (s), t is the number of years since 1900 and a, b and c are the model
parameters to be calculated. Fitting the second of these models would provide for a limiting time value,
¢, which is more plausible than the other alternatives. Either c has to be estimated first and then the
procedure in Example (a) used, or a more complicated numerical method invoked to fit the model
directly to the given data.

We shall retrun to issues of fitting a model to data in chapter 8.
Example 2.2

Windscreen wipers

Problem description

Having considered modelling involving data collection and interpretation in Example 2.1, we turn now
to a simple spatial investigation. The effectiveness of car windscreen wipers is a suitable topic for
examination since there is a measuring element involved and there is a plentiful number of available
vehicles all with different wiper configurations at the front and back. Generally cars have two wipers
overlapping on the front screen and one wiper at the back. Also most wiper arms are bent, presumably
to make the pivot position more convenient for car body designers. In a modelling investigation there is
a need to identify the actual problem that we are trying to solve. There are a number of interesting
problems relating to windscreen wiper action, but here we shall concentrate on a single bent wiper, say
positioned on the rear window. The particular problem will be to investigate the advantage in fixing a
bent wiper when the pivot is not centrally placed.

Model formulation
A diagram of the situation is needed and is shown in Figure 2.5.

The investigation requires an expression for the area of window wiped by the blade. This will depend
on the size of wiper blade, angle of rotation and so on. It is useful to make a list of all those quantities
that will be needed to obtain the area expression. It will become clear as mathematical modelling
techniques are developed within this textbook that drawing up a comprehensive list of factors and
variables for a given modelling task is essential to good modelling practice. Further the variable list
allows us to choose symbols for each item and also to indicate an appropriate unit for that item. For the
windscreen wiper problem some required variables can be marked on Figure 2.5 but it is still necessary
to draw up the formal list (see Table 2.5).

There is another issue creeping in here which epitomises the skills of the mathematical modeller. We
are obliged to make assumptions to simplify the problem before we can proceed much further. The
initial situation has to be refined so that it can be formulated into effective mathematical relations and
formulae, i.e. a model is created. It may be thought that there is some ‘cop-out’ from the original
problem by introducing simplifying assumptions, but as we shall see later in the book it is almost
always necessary to refine the original real-world situation as the first modelling step before conversion
into mathematics. It is a bit like ‘learning to walk before learning to run’ but we shall return to this
point in the next chapter. Introducing simplifying assumptions does not mean that an enfeebled model
is produced. The outcome from the first
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Table 2.5 Windscreen wiper variable list

Angle of rotation of arm

Angle between bent blade and wiper arm
Distance of wiper mounting from lower edge of window  d cm
Lateral distance of mount from centre of window cm
Area of coverage of glass wiped

Description Svmbol Unit
Breadth of rear window b cm
Height of rear window h cm
Length of blade r cm
Length of arm of wiper L cm
o
fi

o=
&
(5% ]

model will probably cause us to review the assumptions before trying again and creating a more
complex model.

Now what assumptions should be made so that a suitable first model can be formulated? On examining
a range of vehicles, the position of the rear window blade varies from car to car. Also the size and shape
of the windows vary considerably.

The particular assumptions we make will often be the subject of disagreement between modellers and
so some care must be taken in selection. The following assumptions will be introduced for this
investigation:

1. The wiper mount will be taken at the base of the window; hence referring to the variable list, d
=0.



2. The shape of the window will be taken as rectangular (as drawn in Figure 2.5).
3. The wiper arm executes symmetric sweeps of +a/2 degrees either side of the vertical.

The first of these assumptions seems quite drastic particularly as this is not the situation for most
vehicles. Also assumption (iii) may be incorrect since the actual sweep is not symmetric. However, as
has been noted already it is good modelling practice to simplify the situation even if a highly
significant feature is omitted, albeit temporarily. This can separate key features in the problem to the
benefit of the trainee modeller and these can later be recombined into a more sophisticated model.

As the wiper blade performs its cycle, circular areas are mapped out. We require the area shaded in
Figure 2.6 and so we should set out to calculate this.

From circle mensuration formulae, the area of a sector of a circle of radius a and subtended angle 6 is
given by 7a20. (Consult the mathematical dictionary listed in the Bibliography.)

Now referring to Figure 2.6, there is an area APR which will not be wiped, since the wiper arm is bent
through the angle p and also assuming (iii) above. However, this area is repeated at the other end of the
wiper sweep where it is added in again, so the area to be calculated is, in fact, ARR'A’.

1 2 L (CyA2
This area, using the sector formula = 2 (OP%)a — 3 (OA7 )

The length OP has to be evaluated from the triangle OAP and using the cosine rule we have OP2 =L 2
+ 12+ 2Lr cos(p).

With OA = L and simplifying the expression we have finally:
A = (a/2)r(r + 2Lcos(f)) (2.5)

The use of this formula depends on what restrictions are imposed from the dimensions of the window
and also the position of the wiper mount and angle of bend of the blade. Some restrictions are now
investigated below.

For instance, the wiper blade at the left end if its sweep cannot overstep the glass area. A condition can
be obtained so that this is achieved. From Figure 2.7, using the sine rule in the triangle OA'P":

ro L
sin(¥)  sin(ff — 7)

€4 m
1+s5=5
Rearranging and using 2 2 gives the relation:
L+ rcos
tan(x/2) = M (2.6)
rsin(f)

This latter equation indicates a limitation on o in terms of  if L and r are considered fixed. Further
limitations on the wiper action can be examined from the requirement that the rotary action must
remain on the window glass. Referring to Figure 2.5, two edge conditions may be evaluated, the first to
prevent wiping outside the right-hand edge of the window and the second to prevent wiping over the
top edge. These are easily seen from simple trigonometry to be respectively:
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Interpretation

There is scope here for examining the real situation by taking measurements for particular vehicles.
Data can be collected from a wide variety of cars and compared for wiper effectiveness. By
effectiveness we shall evaluate the area of rear window actually wiped as a percentage of the total
window size. Two well-known Vauxhall models will then be compared to see which is the more
effective. It is noted in passing that conventional saloon cars usually do not have rear window wipers.
Note also from the assumption (iii), see Figure 2.6, the wiper arm rotation is indicated as sweeping to
and fro symmetrically over the range (—a/2, a/2). This may not be the case for some cars where the
sweep is inclined to the vertical. However, equation (2.5) will still hold since circular regions are
always swept out. There will always be some restriction indicated by equations (2.6) and (2.7) to take
into account. We can see there is a bigger modelling problem here concerning optimum wiper design
for a given window; this would, however, widen the investigation to include cost features and a more
detailed examination of what the wiper is meant to achieve.

The two vehicles considered here are the Vauxhall Vectra and the Agila. Data for the required variables
is as shown in Table 2.6.

Calculation of the required percentages gives, using equation (2.5):



Avectra = (L-“) x (45) x (45 + 60 cos(35)) = 3328 cm’

3 -
Aggila = (f) x (36) x (36 4 46 cos(35)) = 3125 cm?

The area wiped by the Vectra wiper is slightly larger, but when the percentages are calculated we have:
3328

_ 470

Avestrs = To5g * 100 = 42%
3125 .

Aagﬂa = m x 100 = 65%

Thus it proves that the Vauxhall Agila is the more effective in this simple test.

There will be some reservations perhaps in awarding the Agila wiper as superior to that of the Vectra.
For instance we see that the Agila has quite a small rear window and considerably less overall rear
vision. This brings the argument back to what the purpose of the rear window wipe is for. If it is the
vehicle then it may be concluded that there is little difference between the two cars’ wiper performance
since the ‘A’ calculations are almost equal. We notice that for both cases here the ‘x’ value is
significantly positive. Finally the condition given by equation (2.6) can be tested.

The values of the right-hand side of equation (2.6) are respectively:

30+ 45co0s(35)
Vectra: 455in(33) = 2.59
2343 3
Agila: 2213660533 _ 5 5,

36sin(33)

This indicates that the maximum value of a/2 is about 68° and this is satisfied for both models being
considered. The two further edge conditions given by equation (2.7) are easily shown to be satisfied.

Table 2.6

Symbol Measurements/cm
VECTRA AGILA
b 100 107
h 80 45
45 36
; 30 23
o 907 =x/2 135 = 3n/4
f 357 35"
X 20 10

An interesting extension of the windscreen wiper investigation is the case of two wipers (on the front
windscreen) and the evaluation of how much of the windscreen is wiped twice during each cycle. The
answer is provided in the ‘Solutions to Exercises’ section at the end of the book.



Example 2.3

Traffic lights

Problem description

Keeping to the transport theme, we turn now to the motion of a stream of vehicles.

How many cars can pass through a set of traffic lights when they turn green for a period of 15 s?
Suppose that a line of cars are queueing to pass through a junction and the lights are set at red. Often
the queue is so long that a driver some distance from the front of the queue sees the lights go green and
back to red again before even moving forward himself, let alone actually getting across the junction.
The way in which traffic behaves at lights can be quite complicated, depending on such things as
‘right-turn filters’, ‘no left turn’ and so on. Also, when the traffic density decreases, often no queueing
takes place at all, and the number of vehicles passing across a junction will depend on how many there
are in the vicinity of the traffic lights in the first place. Here we investigate the saturation case where
there is already a long queue of cars poised at a red light waiting to move off.

A number of assumptions will be made at the outset.

1. The junction is not blocked in any way.

2. All cars intend to pass directly across the junction.

3. All vehicles are cars of the same size, 5 m in length, and initially at rest.

4. There is a 2 m gap between each stationary car.
The objective is to calculate how many cars pass across the junction during one green light cycle.
Model formulation

How does a car pull away? We assume that it will accelerate uniformly up to a maximum speed of 30
miles h —1 (the town speed understood by most drivers if not actually observed!) We have a mixture of
units here; miles per hour must be converted to metres per second:

30 |

30 miles h™! = mmiles 5~

30 x 5280
3600

30 % 5280 % 12m ]
3600 % 39.37

=~ 13.4ms!

ft s~

Reasonably, the final speed will be taken as 15 m s —1 . Next, the acceleration of a car in city
conditions has to be assessed. Some car manuals claim ‘0 to 60 miles h —1 in 10 s’. Using this, we get
60 miles h -1 = 26.8 m s —1 achieved in 10 s; so the acceleration is 26.8/10 ms -2 =2.68 m s -2 .
Acting a little conservatively, we shall take the acceleration to be 2.0 ms -2 .

On the assumption that, once the final speed has been reached, this speed is then held constant, we can
draw a velocity—time graph (Figure 2.8).

Hence after 7.5 s the car has reached its final speed of 15 m s —1 . Now describing the motion of one
car is not sufficient for the objective of the model — the motion of the rest of the queue must be
considered as well. Suppose there is a delay of 1 s in thinking time before the next car reacts and pulls



away. This motion is easily incorporated into the same velocity—time graph, and all following cars can
be similarly marked in (Figure 2.9).

The distance travelled by a car can also be conveniently evaluated from a velocity—time graph by
calculating the area under the graph. Thus, after 4 s, we have

car | has gone 16m,
car 2 has gone 9m,
car 3 has gone 4m,
vims™!
F |
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Figure 2.8
car 4 has gone I'm,

car 5 is just about to move off.

However, where are these cars in relation to road markings at the traffic lights? Measuring from the

front bumper of each car, we can draw up a table of car positions, both initially and after 4 s (Table
2.7).

Now after 7.5 s the situation changes since some cars will have reached their maximum speed of 15 m s

—1 . Can you work out a general formula for the distance s metres that each car has travelled after, say,
T seconds?

A suggested formula is

T2, T <7.5 (2.8)
7 +15(T =175 T =75

Next suppose that the lights stay green for 15 s; can you calculate how many cars pass through the
junction? The situation at T = 15 is shown in Table 2.8.

You can use the table to calculate how many cars pass through before the lights are set at red again.
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Table 2.7
Car Time in Distance Initial position MNet position
motion's travelled/m related to “white related to “white
line'/m line'/m
| 4.0 16.0 (0.0 16,0
2 30 9.0 7.0 2.0
3 2.0 4.0 14.0 10.0
4 1.0 1.0 —21.0 —20.0
5 .0 0.0 —28.0 —28.0
Interpretation

From the last column in Table 2.8, we can see that eight cars certainly pass through the traffic lights.

The ninth will probably also go across since it is travelling at 14 m s =1 ( ™ 31 miles h —1 ) at the time
limit of T = 15 s and it is only 7.0 m behind the ‘white line’. We can see here the reason for an amber
light so that this marginality can be allowed without mishap as this car goes through.

[Note that from equation (2.8) the maximum allowed car speed is 15 m s —1 (33.5 miles h —1 ) which
due to our earlier assumptions is greater than the maximum town speed permitted.]

The tenth car has sufficient distance (27 m) to spare before the ‘white line’ and should stop. Stopping
distances can in fact be calculated in terms of car speed by modelling retardation rates. The data is
usually printed in the Highway Code booklet and is given here in Table 2.9.

From Table 2.9 we can see that stopping distance for a speed of 31 miles h —1 is about 23 m.

There is great potential for simple mathematical model building when considering streams of cars. For
example:

Table 2.8



Car Time in Distance Initial position in ~ Net position in

molion's travelled/m relation to ‘white  relation to “while
line"/m line’/m
| 15 168.75 0.0 168.75
2 14 153.75 7.0 146,75
3 13 138.75 14.0 124.75
4 12 123.75 21.0 102.75
5 11 108.75 —-28.0 80.75
i} 10 93.75 —35.0 38.75
7 9 78.75 —42.0 36.75
8 8 63.75 —49.0 14.75
9 7 49.00 —56.0 —7.00
10 6 36.00 —63.0 —27.00
11 5 25.00 T0.0 45.00
12 4 16.00 -77.0 —61.00
3 3 Q.00 —84.0 —75.00
14 2 4.00 ~91.0 ~87.00
15 1 1.00 —98.0 —97.00
16 0 0,00 105.0 105.00

1. Considering a line of moving traffic entering, say, a long tunnel, what is the speed that the cars
should travel so that the maximum number of cars pass through the tunnel per hour?

2. Given that there is a stretch of road under repair preventing the normal two-way passage of cars,
and so necessitating the setting up of temporary traffic lights, what light sequence must be used
so that the most cars will pass by the repair section per hour?

3. When is it safe to overtake?

Table 2.9 Stopping distances

Speed Thinking Braking Total stopping
milesh ' ms ! distance/m distance/m distance/m

20 9.0 6 9.0 15

30 13.5 9 13.5 22.5

40 8.0 12 24 36

S0 225 15 375 525

il 27.0 18 54 T2

70 3.5 21 735 04.5
Example 2.4

Price wars

A common occurrence in retailing is competition between rival establishments over which shop can
claim most of the market. Market share can be affected by advertising locally, by price variation and by
sales gimmicks, etc. The most straightforward price war situations occur in supermarkets or in garages.
Here a petrol sales price war is considered.

Problem description



Two petrol stations operate from adjacent main road sites and vie with one another for business.
Competition is also stiff from other petrol stations not far away and profit margins from the sale of
petrol are very sensitive to sudden changes in demand. On the other hand, the market is large and,
although both petrol stations have regular customers, they realise that many of their sales are to ‘casual’
drivers.

One day, one of the petrol stations suddenly drops the ‘price per litre’ as advertised on the station
forecourt in an attempt to attract more of the market. The other petrol station immediately notices a fall
in trade as a result. They decide that they must follow suit in dropping the price and so start up a  price

war ’ with the first garage. The second garage wants to devise a strategy so that, in altering their price,
earnings will be as high as possible.

Model formulation

Let the first garage be denoted by A, and the second by B. The crucial part of setting up a model here is
to attempt to predict how B's market share will be affected by the sudden price drop by A. We have also
to take account of the ‘normal price’ of petrol still being charged by other garages. To quantify these
ideas, we introduce some notation:

let the normal selling price be p pence/litre,
let A's new selling price be y pence/litre,
let B's new selling price be x pence/litre,
let B's steady sales volume be

(before the price war starts) L litres/day,

let the cost price of petrol be w pence/litre.

Now this example is typical of a more ‘open’ situation where we have to speculate on the behaviour
and relation between variables. This is one of the skills that we are going to need if we are to become
effective mathematical modellers.

To build a model of sales volume variation, we now assume that B's daily sales are affected as follows.
Sales are changed by an amount directly proportional to the following.

1. The difference between B's price and A's price.
2. The difference between B's price and the normal price.
3. The difference between A's price and the normal price.
Thus our model for the new daily sales for B is
L—alx—y)—=>blp—y)+clp—x)
where a, b and c are proportionality constants. Note that a, b and ¢ must all be positive. An ‘earnings

function’ can now be calculated for garage B, since earnings are given by ‘price x sales volume minus
costs’. Hence the daily earnings of B are

Elx,y)=(x—w)lL—alx—y)—blp—y)+clp— x)|pence

This expression can be maximised as a function of x, regarding y as an input parameter. It is easily
shown by elementary calculus that the x value for maximum E is



LAyla+b)—plb—c)+wla+c)

v 2{a +c)

The model is now tried with data as follows:
L = 20000,

p = 80,

w =70,

¥ = various values such as 77, 78 and 79.

(Prices can vary owing to tax and market features.)

The proportionality constants are our main worry and have to be estimated in some way or other. (This
often happens in mathematical modelling.) This particular model would need real data to enable a, b
and c to be fixed, but at this stage we are concerned with principles as much as accurate data collection.
It is quite instructive to judge what size of parameter to select for a, b and c. By examining the relative
sizes of the quantities within the sales function, we decide to choose a = 4000, b = 500 and c = 1000.
You should be able to see that taking a = 1.0, or 0.2, say, will not be sensible. Also we might expect that
the terms containing a, b and c are not equally important, i.e. it is not necessary to choose the
proportionality constants all equal.

Interpretation

Using the above values provides sensible results, which are ideally presented on a simple spreadsheet,
as shown in Table 2.10.

These results give the daily price (in the second column) that garage ‘B’ must sell at in order to
maximise its earnings. We can see that for this model, its daily earnings will drop below that previously
achieved before the price war when ‘A’

Table 2.10 Price war

Parameters a b c p w L
4000 500 1000 80 70 20000
¥ selection ¥ calculation Daily earnings E Old eamings
maximum £ £

79 76.55 214512.50 200000

78.5 76.33 200028.13 200000

78 76.10 186050.00 200000

775 75.88 17257813 200000

7 75.65 159612.50 200000

76.5 75.43 147153.13 200000
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decides to sell at 78 pence (or less). The earnings function is a quadratic in x for a given choice of y. Its
behaviour is shown in Figure 2.10 for the case y = 79.

There is a ‘family’ of quadratics for varying values of the parameter ¢ y ’. Notice that B's new
maximum daily earnings are soon in debit compared with their old earnings as A's price drops. The
choice of the parameters a, b and ¢ will obviously affect the outcome, and it can be argued that the
values chosen for the parameters are no longer correct beyond a certain price cut.

Example 2.5
Evacuation

From time to time, any organisation occupying a large building will want to practise an evacuation
procedure in case of an emergency. The evacuation may be required for a variety of reasons but in all
cases will have to be organised to proceed in an orderly manner.

The people whose responsibility it is to check the safety of the arrangements for evacuation will want
to make sure that in each room there are clear instructions on how to leave the building. They will also
want to have some idea of how long it will take for the building to empty. This will then enable them to
decide whether the number of exit routes are sufficient to cope when the building is full to capacity.

To avoid having too many practice evacuations, it is helpful if an estimate for the total exit time can be
made by trying a theoretical approach instead. This is where a useful modelling exercise can be
developed.

Problem description

The above general issues are rather difficult to deal with since we shall need to know how large the
building is, how many exit stairs are available, how many people per room and so on. However, a good
modelling tactic is to consider a simplified problem when the original seems too hard or too undefined.
Often the outcome from a simpler situation is contributory to the main problem anyway.

Consequently, we shall take the building to be a school or college and confine attention to one floor
where there are a number of similar classrooms in a row. Suppose that each is evacuated by walking
along the corridor serving the rooms and then through the exit door at the end. The situation is shown
in Figure 2.11.



The objective of the simplified problem is to work out how long it takes for the four rooms shown to be
completely emptied and the occupants all to pass through the exit door.

Model formulation

It is instructive first to consider an orderly departure from a single room. A list of the relevant variables
helps to clarify the situation:

denote the number of people in the room

by (one teacher and n; students) m o+ 1,
let the spacing between each person be d (m),
assume that everyone walks at a constant speed n(m s ).

Thus there is a chain of people of length n 1 d m filing out of the room. On the assumption that the
leader of the chain starts at the door, then the time needed for everyone to leave is n 1 d/v.

There will be an initial short delay while the first person reaches the classroom door. Denoting this by t
0, then we have the total room emptying time of n 1 d/v + t 0 . At this point, the last person has just
reached A in Figure 2.11; so, as there is still a distance L 1 to walk to the exit door, an additional time
of L 1/ v is needed for this. Thus, finally the total time for the first room to evacuate is
b + md + 1y (29)

0 L
This is all quite straightforward, but we have only considered one room. Now refer to the second room,
which could be a different size from the first and contain a different number of people. It is likely that t
0 will be the same, and v

and d also the same. Given that there are n 2 + 1 people, then the chain of people for the second room
takes n 2 d/v + t O for the last person to reach the door of the classroom.

The corridor length that this second chain has to walk along is L 1 + L 2 m, from point B to the exit. At
a speed of v m s —1 the time needed for this is (L 1 + L 2 v ). The total evacuation time from the
second room is

L+ Ls + Madd + 1, (2.10)

I n

However, there is a fallacy in this analysis, since no account has been taken of the possibility that the
two chains will conflict in the corridor. Normally, corridors are sufficiently wide for at least two
columns of people to walk side by side. We shall suppose for safety, however, that in this situation there
is only enough width for one column to occupy the corridor at a time. This means that a delay can
occur at point A when the second chain is held up while the first is still leaving.

The time for the leader of the second chain to reach point Aist 0 + L 2 / v and the time for the last
person in the first chain to reach point Ais t 0 + n 1 d/v. Hence a delay occurs when

.ﬂ'](-" Lg
ty + - =1y + -

i.e.

L
m > 2.11)
d

On the assumption that there is a delay, then the second chain joins on the end of the first. The total
time now is



,U+”:_}ﬂ’+&+£d=m+{m+_”ﬂd+£ (2.12)

1 1 1 1

If no delay takes place, then n 1 is too small (for example) and the total time for evacuation is the result
from equation (2.10), i.e

L, c L. B L A L Exit door
\\ 9
ns+1 g+ 1 My + 1 o+ 1
Figure 2.11
md L)+ L
fo + 24, 1+ L2 (2.13)

1 1
Finally, we can calculate the evacuation time when the chains blend together without a delay or a gap,
i.e. when
_L (2.14)
d
In this case, equations (2.12) and (2.13) are identical.

n

Interpretation and further development

Data is taken as follows. Let L 1=10m,L2=12m,v=2ms—1,t0 =3 s and the space gapd = 1 m.
Suppose that the number of people in the first room is 13 and that the second room contains 31 persons
so that n 1 = 12 and n 2 = 30. The evacuation time can now be calculated from equation (2.13) as 3 +
30 x 1/2 + (10 + 12)/2 s = 29 s, condition (2.14) holding in this case.

Only two of the rooms have been considered in this calculation. Assumptions have been introduced
about the corridor width here and so on.

The simple calculation is, however, a start. More realistically we are interested in the evaluation of a
multistorey building (or perhaps an aircraft). Whilst the actual procedure may contain alternative tactics
motivated by a degree of panic, the ordered evacuation model begun here gives a useful guide to the
situation. It gives (probably) the minimum evacuation time for a given circumstance.

However, armed with a suitable simulation tool, it is possible to analyse more complicated evacuation
problems. A taste of what is possible is shown below where say, students evacuating from two adjacent
lecture rooms merge in an orderly fashion at a foyer at the head of stairs before advancing downstairs
to the next level.

The output shown has come from the package ‘MODELMAKER’ (Cherwell Scientific Publishing,
Oxford at www.cherwell.com ), which is capable of solving dynamic models in terms of sets of
differential equations. It may seem unrealistic to express our formalised evacuation process as
differential equations, but it can be accomplished with good effect as described briefly here. The
advantage of a computer model is clear, since it is relatively easy to extend the model to analyse
evacuation of a large university building.

The situation is indicated by the MODELMAKER block diagram as shown in Figure 2.12.



Suppose there are 120 students in lecture room 1 and 180 in room 2. The students leave the rooms in an
ordered manner at a fast walking rate as previously of 2.0 m s —1 (flow rates F1 and F2 on the
diagram). Suppose further that the foyer capacity is at most 100 students, that the walking speed down
the stairsis 1.0 m s —1

(flow rate F3) and that it takes 30 s delay for the first student to reach the bottom of the stairs. Suppose
further that from lecture room 2 there is an alternative stairway to reach downstairs (flow rate F4) and
that the delay in reaching the bottom is 40 s. Assume that both lecture rooms immediately begin to
empty. We want to calculate how long it takes for everyone to get downstairs. MODELMAKER will
evaluate this and display the output graphically as shown in Figure 2.13.

From Figure 2.13, it can be seen that DOWNSTAIRS? fills after 125 s and contains 86 students, whilst
DOWNSTAIRS]1 takes until about 244 s to fill and contains the remaining 214 students.

LECROOM1 1 LECROOM2
\ /g DELAY2
FOYER F4 {allow 40 s for
¥ - » - - -4 first student to
DELAY1 F3 walk down
(allow 30 s for e . stairs)
first student to N
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Figure 2.13

With this evacuation scene it therefore takes 244 s before all 300 students are evacuated.



The MODELMAKER program for the evacuation problem is given in Appendix 1 at the end of this
chapter.

Example 2.6
Corridors and corners
Problem description

A familiar scene in hospitals with a surgical unit is the moving of a patient from the ward to the
operating theatre whilst the patient remains in bed. In other words the bed is pushed along the corridor
by hospital staff at a fair speed without inconveniencing the patient. Unfortunately, some hospitals have
narrow corridors with right-angle bends in them. Suppose that there is just such a bend between the
operating theatre and the wards. Beds have to be wheeled along this corridor, negotiating the right-
angle bend.

Often for maintenance and decorating purposes, ladders and long planks also have to be carried round
the hospital corridors. Again there is a right-angle bend to negotiate.

There is a modelling problem in both these situations. It is interesting to see what length of ladder can
be carried round the corner and also whether a typical hospital bed can be comfortably pushed round.
In the interests of saving space, and for future corridor design, we might want to find out what the
minimum width of a corridor is so that a bed can pass round a corner.

Model formulation
A diagram (Figure 2.14) is helpful in this situation.

It seems reasonable that the problem of moving a ladder round the corner is best considered first.
Having dealt with a ladder, the bed can then be investigated. Another diagram (Figure 2.15) is useful so
that the ladder problem can be considered.

The problem is generalised so that, for corridor dimensions a and b and ladder of length 1, what is the
greatest value of 1 so that the ladder will still pass round the corner? (In practice the units of length will
be taken in metres.) After some thought, we realise that what is required is the minimum value of PQ.
From the trigonometry, PN = SN cosec 6 and QN = RN sec 0. Hence, by addition,

! =PN + QN = asecf + b cosec 0 (2.15)

Using differential calculus,

d/

— =g sec ftan 6 — b cosec ) cot 0

df

On setting d 1 /d® = 0, the condition for a minimum is tan 3 8 = b/a. This means that the ladder length
we want can be calculated by substituting the 68 value into equation (2.14). This gives

length of ladder — (¢ + p2/3)/2 (2.16)

(Note that, to get the longest ladder for given a and b, it is the minimum value of 1 that is wanted.)
Substituting values for a and b into equation (2.16) enables the ladder length to be calculated. Now let
us return to the bed problem (Figure 2.16).
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First, the area A of the bed is given by A = p X q. From the trigonometry in Figure 2.16 a relation
connecting p and q can be obtained using AB = AN + NB:

p = (a—gsinf)sec 0+ (b— gcos #) cosec f (2.17)
Hence,
A = g[(a — gsin ) sec 8 + (b — gcos 0) cosec 0] (2.18)

Although the objective here is to calculate minimum dimensions of a and b so that a standard bed can
be pushed round the corner, it is more convenient as far as the mathematical model is concerned to
tackle the problem the other way round and to treat p and q as variables for given a and b. In fact, p has
been eliminated in equation (2.18); so we proceed with equation (2.18) regarding q and 0 as variables.
The approach is then analogous to that for the ladder, but the mathematics is a little harder. We attempt



to minimise A in equation (2.18) using calculus but note that there are two independent variables to be
differentiated, q and 8. Note that if ¢ = 0, equation (2.17) becomes p = a sec 6 + b cosec 8 (compare
with (2.15)), and equation (2.18) becomes A = 0 as required.

It is easily shown in calculus textbooks on functions of several variables that the minimum is sought by
differentiating with respect to each variable in turn, while keeping the other constant. This technique is
known as ‘partial differentiation’ and will probably be covered in a parallel first-year course. To
indicate a partial derivative, a slightly different notation 0 for the derivative is normally used.

Consequently, evaluating 0 A /0 q and 0 A /08 gives
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The required conditions for a minimum value of A are found by equating both these derivatives to zero.
After a little manipulation the conditions reduce to

asinf! +bcost = 2g

heos’ 0 —asin’ 6 — gcos 20

Solving for q and 8 gives
tang =2 (2.19)
a
___ab 2.20
1=+ (2.20)
p=Va + b (2.21)

Strictly from the calculus, we should now check that the conditions obtained do give the minimum A
value and not the maximum. However, from reference to Figure 2.16, it can be seen that A can increase



without limit for small 0 values; so we assume the solution in equations (2.19) and (2.20) corresponds
to the required minimum.

Interpretation

The ladder result is easily evaluated for given values of a and b. We note at this stage that this example
is a straightforward task in geometry and trigonometry where one specific correct answer is the
outcome. Mathematical modelling is rarely like this! Normally we have to wrestle with assumptions
concerning a particular situation, which have to be made before we can proceed. The assumptions will
simplify the initial problem and will affect the usefulness of the outcome in reality. This has already
been demonstrated in Examples 2.2-2.5.

Nevertheless there is some attraction in tackling Corridors and corners in this chapter since the effort in
solving the situation will help to develop skills in employing a clear thinking approach, good diagrams
and correct interpretation and validity of the results.

Confining attention to the bed problem and introducing test data, suppose that a standard bed has length
2 m and width 1 m. This means that p = 2 and q = 1 can be substituted into equations (2.20) and (2.21).

Simple calculation gives that & = & = v/2 = 1.414m

As has been noted this is really the inverse problem since the dimensions of the corridor will be known
first! Thus suppose that we have a narrow corridor where a = 1.0 but b = 1.5. Again from equations
(2.20) and (2.21) this gives p = 1.8 m and q = 0.8 m as bed dimensions. This bed is only 70.87 inches
long and so will not suit a 6 ft patient!

Extensions are interesting with this example:

1. The ladder can, of course, be tilted at an angle to allow greater length. Given that the height of
the corridor corner is (say) h = 4 m, what difference does this make to the solution equations?

2. The corner angle need not be a right angle; there is some interest in considering a bent corner as
shown in Figure 2.17.

Ladder

Figure 2.17
Example 2.7
Fish harvest

Population modelling occupies a prominent place in most starter modelling courses and rightly so,
since we can observe from daily news items that environmentalists are concerned about human
population growth. Over the next half-century it is forecast that the world population will double from
about 5 billion to 10 billion. There is the glib comment that highlights the concern: ‘of all the people
who have ever lived, half of them still are!’. The population growth problem includes topics such as
sustainable resources, global warming, genetically modified foods, not to mention the social
controversies surrounding birth control policies. Many mathematical modelling authors have written



extensively on the formulation of simple population models (and also on interactive population
behaviour in the animal kingdom such as the ‘prey-predator’ model). Reference to population models
occurs in

this book in Chapters 5 and 6. Rather than covering the standard ‘logistic’ growth models in this
section, an age-stratified population model is considered instead in this example, which is typical of the
situation found in a fish farm, where (for example in Scotland) salmon fish are reared for commercial
purposes.

Problem description

Age-stratified populations are categorised into age groups for growth investigation, i.e. divide a human
population into 10 groups: all those aged between 0 to 9, 10 to 19, 20 to 29 ... Then every 10 years all
those in a particular category have moved up to the next category (or are deceased, emigrated, etc.).
This is important in human populations for obvious reasons such as school planning, pensioner
forecasting and so on. Confining attention here to a fish farm, the situation is simplified and can also
include the active pursuit of harvesting the fish for consumption. In the salmon farming example, three
or perhaps four categories are all that are required, with the time of one year spent in each category.
The objective is to chart the fish stocks as time elapses and suitably harvest a proportion of each
category without over (or maybe under) harvesting, which could lead to a destruction of stocks. The
fish farmer will generally want a steady state to emerge from the activity so that the business is under
control.

Model formulation

Suppose there are three categories of fish:

Fish in the age range (0,1): Young Y, (time increment is a vear)
Fish in the age range (1,2): Adult A,
Fish in the range > 2: Mature M,

where say, Y n denotes the number of young fish (in hundreds) in year n.
There are survival rates and birth rates to be specified.

Suppose that 80% of Y survive into the next age category A and 75% of A survive into M. In each case
here the depletion is taken as due to natural causes of disease and predation. Also suppose that 40% of
M survive without dying out from one year to the next.

There are two birth rates to be set: births of young fish from both the other two categories specified
here. It is useful to denote the birth rates as parameters a and 3 since these can be regarded as under
control as the model is evaluated. It is convenient to display this data in matrix form:

0« p
R={08 0 0
0 075 04

Taking, say, « = 2 and 8 = 1 and starting with a population size of (Y, A, M) T = (100, 50, 20) T, then
a set of simultaneous difference equations is created by expanding the matrix equation

Y Y

A =R| 4

M M

n+1 n



to give:
Yyr1 =24, + M,
A“+|_ :ﬂ-EYH F[I: lnﬂ._, A‘}:SD.. f"fu=2ﬂ'
4 n+| - G-TSA” + {}141M"
The matrix R is known as a Leslie matrix (see Leslie, P.H. (1945) Biometrika, vol. 33, 183-212). Note

that the use of difference equations in mathematical modelling is given full treatment in chapter 5 of
this book.

The birth rate choice a = 2 will mean for instance that ‘for every one hundred adult salmon there will
be two hundred young born each year’. The validity of this data can be checked.

A simple ‘click and drag’ operation on a spreadsheet (or any alternative calculation procedure) will
show that after 10 years (Y 10, A 10, M 10 ) T = (2840, 1575, 1084) and still growing.

Clearly taking larger values for a and/or § will merely accelerate the ‘blow-up’.

It appears that no steady state can occur, but possible values for the parameters o and § can be sought
so that a steady state will exist. Mathematically the steady-state requirement means that we want the
constant vector

¥ Y.
x=| 4 A,
M M,

obtained by considering for large n
This requires the solution of the homogeneous set of linear equations:
Y =04+ M
A=08Y
M =074+ 04M
Simple elimination produces the condition: 0.8x + 3 = 1, remembering that the trivial solution ('Y, A, M
)T=(0, 0, 0) T is rejected.
This condition provides a line of feasible birth rates, as indicated on the graph in Figure 2.18.

Selecting say o = 1 then 3 must = 0.2 (point P) for steady state. This can be tested on the spreadsheet
and convergence is verified to (Y, A, M ) T = (73, 58, 73) T, from the same initial population choice.
Other values of a and 3 can be tried.

This initial model does not contain harvesting, so we introduce this as follows. Assume that only the
categories Adult and Mature are harvested and that a certain proportion of each are removed each year.
Suppose that these proportions are denoted by p A and p M respectively. Thus going forward in the
original model we now have

Ynl 1 F,.,
Arrl 1 = R(f - H} A” (222)
Mpse] .I'l'{”

0 0 0

ﬂ FA n

[} ﬂ J.I'J‘ M

where H is the harvesting matrix and I the third-order unit matrix.

This model can again be investigated for potential steady state. Substituting the same survival data as



before, but retaining a and p in the equations gives the system for steady state:

Y = a1 = pa)A + (1 — pm)M

A —=08Y (2.23)
M =0.75(1 —pa)A + 0.4(1 — pp) M

This is again a homogeneous system of equations for which a non-trivial solution is required. After a
little manipulation, the condition for non-trivial (Y, A, M) T is:

| 1.5 + pu
—_— J —
P 12+ 08py) + L.5B(1 — pu)

This is the ‘big’ equation for the fish farmer. Unless his harvesting policy results in this being satisfied,
the model predicts his business will crash in some way or other. To examine the outcome, the values of
a and 3 can be chosen as a = 1.2 and 3 = 1. The condition then reduces to the form:

g A

O 1.25 _
=
Figure 2.18
A — .44 — 1.54py (2.24)
2.94 — 0.5pm

Recalling that the quantities p A and p M are proportions and so lie in the interval 0 <p A, p M < 1.0,
then a graph of feasibility can again be constructed as shown in Figure 2.19 (this time a curve).

This output is easily generated from a spreadsheet graphing facility.
Interpretation

Referring to Figure 2.19, this gives a ready-reckoner for the farmer to choose the harvesting
proportions. Its particular position obviously depends on the survival and birth data. There is an
important further point to consider: what proportions of Adult and Mature fish should be harvested in
order to gain maximum profit?

This question can be investigated if some notional price is assigned to the two harvested categories. For
greatest profit, then sale of the greatest number of fish at the higher price should be advocated. But
from reference to Figure 2.19 it is seen that the maximum permitted p A value is 0.490 and the
maximum permitted p M value is 0.935. Thus there is a restriction on Adult fish harvesting of some
severity as less than half of this category can be removed each year. Ideally the steady-state line needs
to be moved up a bit, more towards the top right-hand corner which would correspond to high values
for both p A and p M . There is scope for experimentation with the given data. The question arises, of
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course, ‘how many fish do we actually have anyway?’ The answer to this (in the steady-state situation)
is to solve the homogeneous set (equation 2.23), which will not, of course, be fully determined.

To illustrate the harvesting and sale problem, let us suppose that p M = 0.5, which implies from
equation (2.24) that p A = 0.249, a and  having already been chosen. This data is substituted into
equation (2.23) and the solution obtained is ( Y, A, M ) T = c (80, 64, 45) T , where c is an
undetermined multiplier. The fact that the solution is not completely determined does not thwart the
investigation, however, since we can speculate that the entire farm has a holding capacity of, say, about
20,000 fish. Taking c = 100 gives the steady-state categories held at (8000, 6400, 4500) accounting for
a farm holding 18,900 fish.

This means that each year, 1600 Adult and 2250 Mature fish are sold. A spreadsheet graph of the
outcome is shown in Figure 2.20 as the steady state is reached.



Fish farm harvest

20000
18000 4
16000

e QLN
— Adult
Mature

Fish category totals
=
o
(=
o

D B i L L i I I L i
T T T T T T T

0 2 4 6 8 10 12 14 16 18 20
Time/years

Figure 2.20
Example 2.8
Student loan finance

Affording a place to study at university concerns all potential students. There may be fees to pay for the
courses and there will certainly be a need for finance for cost-of-living expenses. Many students take
up part-time employment whilst at university, sometimes working during term time as well as

vacations. Support agencies offer help in a variety of ways with scholarships and bursaries, and fees
may be means-tested or perhaps not be charged at all in certain countries. Currently a Student Loans
Company (established in the UK in 1990) can provide the maintenance aspect of student finance. In
this case the company will loan students a given sum at the beginning of each of the three or four
academic sessions covering the duration of the degree course. Repayment of the loan will start when
the graduate is in work and earning above a certain (cut-off) salary. Essentially the financial package is
calculated in the same manner as other forms of borrowing in which a loan gains interest, which is
compounded on the original principal sum borrowed, and a repayment amount is set so that the amount
owed gradually reduces.

Problem description

It is convenient to investigate the finance of a straightforward repayment loan as a starter model here.
This allows the principles of the compound interest effect to be understood and also allows another
simple application for ‘spreadsheet modelling’ to be demonstrated. Students can borrow upwards from
£2000 per annum from the Student Loan Company, so it is illustrative if we examine the implications
of say a £8000 loan debt to be paid off once the student is in employment. Repayments are collected
through National Insurance Contributions in the UK and the amount repaid by an individual depends
on marginal income earned above the cut-off. Currently repayments are calculated at 9% per annum of
marginal income. In this way the amount repaid will increase with the greater annual salary earned by
the graduate. The ‘straightforward’ loan repayment system on the other hand is worked out on the basis
of a constant sum repaid per time unit with a fixed interest rate charged on the amount outstanding by



the loan authority. Many variations on the same theme can be investigated from a resulting spreadsheet
model.

Model formulation

We realise that the development of a generic formula for loan repayment is the first objective. This
implies that a variable list should be drawn up to identify the key quantities — see Table 2.11.

Notice that the time period is listed in months here. For situations such as mortgages the time unit will
usually be in years, but repayments are still evaluated per month.

The model formula is now built up on a month-by-month basis. A simple line diagram helps to identify
the situation — see Figure 2.21.

Table 2.11 Loan repayment variables

Description Symbol Unit
Initial amount borrowed (principal) F £
Interest charged per month r Yo
MNumber of months count n
Total number of months to complete pay-ofl N
Repayment amount paid per month M £

1 2 N
| | | | |
I I | I |
P A A

1 2 Ay

Figure 2.21

At the end of each month the amount left to pay is equivalent to the previous month's total plus interest
minus one payment. This means that after month one, the amount left to pay is

.
Ap = P(l —) M

! 100
At the end of month two this amount is

.
f.i;(l-l—m) M

4= |P(1 +ﬁ) - m|(1 +ﬁ) - M

Similarly at the end of month three this amount is

As = { P(l +W’£ﬂ) —M](l +ﬁ) —M}(l +]’ﬁ) M

This equation can be rearranged to give on the RHS:

P(l +ﬁ)3— lM‘+ M(l +ﬁ) + M(l +WFD)J]

It follows that after n months the amount left to pay would be




P(1+—) M1+ (142 1+ T+
(14 755) =M1+ (1+355) + (1 355) ++-+ (14 755)
The part of this formula contained within the square brackets is a standard geometric series with an

r
increasing factor of (l + m) . The sum of such a series is calculated using the well-known GP series
sum formula:

> -7

r
We can apply this formula by substituting the values a and r as 1 and {I +m) respectively. The
equation then becomes

| + )" =1 royn
> = [y ] ()

[

If this formula is substituted into the repayment formula in place of the geometric series then the
repayment formula becomes

to (g w1 ()

This gives the amount outstanding at the end of n months.

Since this formula equals zero when payment is complete after N months it can be rearranged as
follows to calculate the monthly payment M:

_ P +15)" <16 (2.26)
(1+755)" =1
Interpretation

A table of the month-by-month account is usually needed by the borrower. This is easily provided by
setting up the spreadsheet as shown in Figure 2.22. Data has been selected for illustration: P = 8000, r =
0.25, N = 60.

Calculation from equation (2.26) gives that monthly repayments are M = £ 143.75.
The spreadsheet shows the calculation for the first 12 months.

The spreadsheet output and formulae are shown in Figure 2.22 so that the model implementation can be
easily understood. The amount owed A n in total after month n can seem slow to reduce. If this is
graphed as a function of n, its non-linear ‘concave downwards’ shape can be clearly displayed as shown
in Figure 2.23.

In Figure 2.23 we have accentuated the concavity for illustration by increasing the rate of interest r
suitably. There are plenty of ‘What-if’ questions that can be answered directly from the spreadsheet
model by simply changing values of the data input, not necessarily when n = 0 but after a certain
number of months have elapsed first.



A [B D E F
LOAN DATA IMITIAL MONTHLY NUMBER
SPREAD LOAN INTEREST OF
SHEET RATE (%) REPAY-
MENTS
MONTHLY REPAYMENT 8000 0.25 G0
FORMULA:
143.7495253
MONTH AMOUNT OWED AT INTEREST| REPAYMENT | AMOUMNT
START OF EACH ADDED MADE QWED AT
MONTH per EMND OF
MONTH MONTH
START 1 BO0O 20 143.75 T876.25
2 T876.25 19.69 143.75 F752.19
3 7752.19 19.38 143.75 T627.82
4 TH27.82 19.07 143.75 7503.14
5 750314 18.76 143.75 T3TBAS
6 737815 18.45 143.75 7252 .85
7 T252.85 18.13 143,75 T127.23
& T127.23 17.82 143.75 7001.30
a T001.30 17.50 143.75 GB75.05
10 6875.05 17.19 143,75 B748.49
1 G748.49 16.87 143.75 6621.61
12 6621.61 16.55 143.75 6494.42
A B C D
LOAN DATA INITIAL LOAN
g::g#[}- MONTHLY REPAYMENT
FORMULA.: 8000
= 5D%4°(SES4/100) /
(1 —(1+ SE$4/100 “(— 5F$4))
MONTH AMOUNT OWED INTEREST ADDED
AT START OF EACH MONTH  per MONTH
i 8000 = CO«+(EE$4/100)
—B9+1 —F9 — C10+ ($E$4/100)
—B10+1 — F10 —C11+ (SE$4/100)
=B11+1 =F1 =C12+ ($SE$4/100)
E F
MONTHLY INTEREST MNUMBER of
RATE (%) REPAYMENTS
0.25 60
REPAYMENT MADE AMOUNT OWED AT
END OF MONTH
= 5G4 =C9+D9 - E9
= 5G%4 =C10+ D10 -E10
= 5G4 =C11+D11 -EN
= 5G%4 =C12+MDMz-E12

Figure 2.22
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Example 2.9
Car exhaust bay

For the next example we shall introduce a random effect into the model building. By doing this a very
important area of mathematical modelling can be given prominence at this early stage in the text.
Experienced modellers recognise the difference between ‘deterministic’ models and ‘stochastic’ models
and it is the latter category that we will dip into here for a brief introduction. Another example follows
as Example 2.12. To immediately see what is involved let us imagine the situation at a small garage,
which has a one-bay facility for instant replacement of vehicle exhaust and silencer systems. What
happens is that cars arrive with some fault that requires immediate attention, normally the fitting of a
new part. The service time will vary depending on the amount of wear on the exhaust, so other drivers
arriving may perhaps move on to another garage. The modelling problem is concerned with how the
garage copes with demand over a representative time period. The decision on this matter ‘cuts both
ways’ since drivers do not want to wait before getting their repair, whilst on the other hand the garage
do not want staff hanging around with no job to do. The random effect referred to concerns the fact that
we do not know in advance when cars will turn up and also we do not know the length of time
necessary to effect a repair. This does not prevent a useful model being formulated, however, based on
data collection and use of theoretical statistical distributions.

Problem description

There are two ‘random’ events to deal with in what has been outlined above — arrivals of cars and
subsequent repair times. The situation can be displayed in the diagram shown in Figure 2.24 for clarity.

A common feature of modelling problems of this kind is that queues can occur in the system leading to
a delay and decision from ‘customers’ on whether to bother to wait. Arrival times of the customers will
be random as also will the service time. In our garage problem the customers are the car drivers and the
service time is the time required for the repair to be undertaken. The outcome from the model will be a
little different from that encountered in the earlier examples in this chapter. Instead of a single numeric
answer or a set of determined results, here we are seeking answers to questions such as ‘can the garage
cope adequately with the demand for repairs?’ or ‘what is the average daily percentage of potential
customers that decide to take their business elsewhere?’ The model will require car arrival times to be
generated from a stream of random numbers and by continually changing the random number stream



we get many simulations of the repair process (in the simplified case illustrated in Figure 2.24). It is
from a series of simulations of the same event that we can calculate averages of waiting times and so
on.

Model formulation

The two effects in the simple garage situation have to be modelled. The best method would be to attend
a typical garage and observe what happens in practice: gather data on arrival times (more particularly
inter-arrival times) and throughput times for the fitting of a new exhaust. The data would then be
assembled and its pattern examined for statistical representation. For this first example of a random
number model it is more instructive to make statistical assumptions a priori about the nature of the
arrival times and repair times. We shall suppose that:

Wait Renai
Cars arrive - in — par
queue

-

Drive off to try an altemnative garage

Figure 2.24

1. Inter-arrival times follow an exponential distribution and so can be modelled by the formula —
m In( RND ) where m in the average inter-arrival time and RND is a random number.

2. Service times follow the normal distribution N (p, o 2 ), characterised by the values for the
mean () and variance (o 2 ). Two variates of the standard normal distribution are then produced
by taking two RIND values and calculating:

21 = +/(=2In(RND,) x cos(2nRND;) and
72 = v/(=2In(RND) x sin(2nRND;)

These can be converted for N (y, 0 2 ) by calculatingoz 1+ pand oz 2 + .
(See Chapter 7 for details of the statistical theory that underpins these techniques.)

To set up the model it is only necessary now to state values for the parameters m, p and o 2 . We can
then draw on a stream of random numbers and set up the effect on a spreadsheet. There is also the
waiting time question; for simplicity here we stipulate that if on arrival of a customer the service
facility is already in use, then immediately drivers move on to another garage. Thus this is now reduced
to a simple situation, not probably truly representative of real car exhaust repair firms where there are
usually four or five separate repair bays, many operatives, and customers may be content to wait a
considerable time if they feel assured of getting a reliable job done. Nevertheless at the beginner stage
it is useful to get the hang of simulation modelling of this type.

As stated, three parameters are to be chosen. We will take m = 30 min = 0.5 hour, p = 0.75 hour and the
standard deviation for service times, o = 0.25 hour. These seem reasonable trial values and because the
service time is longer than the inter-arrival time, then we might expect a queue to build up. The
resulting spreadsheet is shown in Figure 2.25 and its construction is a useful exercise in its own right
since there are some decision outcomes to include. The numeric output of a typical spreadsheet model
for this example is given in Figure 2.25, followed by the ‘formula’ version (Figure 2.26) which drives
the spreadsheet calculations. The data refer to the first 12 driver customers.



The spreadsheet is 12 columns in width to include up to the decision: does the customer get served or
immediately depart. This may seem at first glance a simple question since the answer is ‘if a customer
is already being served occupying the repair bay, then drive off, otherwise get immediate service’.
However, to automate this on a spreadsheet requires some logical statements to be included, in columns
K and L. The procedure is best explained by tabulating the spreadsheet formulae:

It can be seen how the logic is organised using the ‘ IF ’ statement, which is a common feature of
spreadsheet capability. In most spreadsheet programs this statement is:

= [F(logical test, value if_true, value if false)

There is a nesting facility so that the outcome in say the second parameter can be a further IF statement.
Spreadsheet logic includes the use of AND, OR and NOT.

To see how the IF statement works in the garage example, refer to the entries in the columns K and L.
What we are trying to achieve in the cells shown is the decision whether the next car arrival can be
served. This is obviously determined whether a customer is already occupying the repair bay. To
convert this simple decision into a spreadsheet logical statement requires a little thought. We must keep
account of the expected finishing time of the current car being serviced, remembering that some drivers
may have already been turned away. To begin with and shown here we want to know whether the next
arrival will ‘leave’ or be ‘served’ — hence the style of the IF statements.

[1t should be noted that in this spreadsheet detail, the evaluations begin in row 9, hence the reference to
cells E9, J9, K10 etc.] The successful account of who is served and who is not can be seen in the output
in Figure 2.25. The spreadsheet formulae in the earlier columns can easily be seen as the construction
of the arrival times of cars and the simulation of the service times required.

Interpretation

By counting up the results of the first 12 drivers to arrive, it is seen that five are served and seven leave
for service elsewhere. The model shown here may now be re-run over different random number
streams to simulate the performance over as many days as is necessary for the outcome to be assessed.
The model as shown can be improved to show clock times in hours and minutes and to account for the
closing of the service after say 5.00 p.m. Other data can be recorded, of course, which will be of use to
the garage manager, for example the length of time that the repair mechanic is idle. In reality drivers
would not always drive away immediately but may be content to wait for a certain time; also in most
locations where car exhausts are replaced, there will be three or four repair bays provided. To include
these features in the spreadsheet will need some extension from what has been given here, particularly
to keep check on the various queues. For more complex modelling problems of this kind there are
commercial software packages available.

Example 2.10
Fixtures

For the next introductory example, we turn to an organisational problem that is quite common in its
various forms. The most interesting is the construction of a fixture list for a league of teams from the
world of football in which within the league every team is to ‘play’ every other team once at least (and
often twice on a home and away basis) to complete the league competition. Such a fixture
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list can, of course, be needed in many other sports and games besides football. The organisation
required is pinpointed by the usual need to involve each team in having a fixture on a given day.
Organisational problems are encountered elsewhere in everyday life and throw up interesting problems
for modellers to solve: for instance in drawing up train and bus timetables, particularly, say, the
situation on single track railway where two-way traffic takes place. We shall concentrate here on
football fixtures, which provide a good test for our problem-solving ability.

Problem description

In the usual way a particular problem is defined. Suppose there is an eight-team league for which a
complete fixture list is required. We can think of this as a football league so that each team is to play
against every other team twice, home and away. There is also the requirement that on a particular
Saturday (say) all of the teams have a fixture. At first sight this may seem to be a simple
straightforward problem, but a moment's thought tells us that a haphazard approach is unlikely to work.
It should be noticed that in many of the Getting Started examples a certain number of assumptions are
often needed to help develop a mathematical model. In the fixture case there does not appear to be any
assumptions and it is true that the problem as set can be immediately tackled. However, referring to the



football scene, we must appreciate that each team wants an even spread of home and away games. Also
there may be rivalries between local team where special attention is needed to the fixture order
(perhaps also two teams share the same stadium). The way forward is nevertheless to first tackle the
eight-team league situation. Note finally that whereas in earlier examples the model formulated has
often ended up as an equation to be analysed, here the outcome is the complete set of fixtures.

Model formulation
Denote the eight teams by A, B, C, D, E, F, G and H.
A particular sequence of games on the first Saturday is:
1. Av.B
2.Cv.D
3. Ev.F
4. Gv.H

Here we have teams A, C, E and G playing ‘at home’. The following week it is expected that B, D, F
and H will appear in the left-hand column indicating a home game. We could therefore merely reverse
the games for the second

Saturday programme, but this may not be sensible (why?) so a permutation of the away sides can be
carried out. The fixtures could be continued in this way, but it should be quickly clear that this
development confines A, C, E and G to one column and B, D, F and H to the other so that we will not
achieve the required result.

It is worth considering how many games are to be played in total and therefore how many ‘Saturdays’
will be used up over the complete ‘season’. For the eight teams a fixture is the pairing of any two

3(:2 — (8) — i
teams. This can be done in 2 612! ways. This evaluates to 28 ways or 28 games in all,
before allowing for ‘home’ and ‘away’. Thus our eight-team league needs a total of 56 games which
takes up 14 Saturdays since there will be four fixtures each Saturday. The number of Saturdays spans
about three months only, so if we wish to fill up the entire winter with football then there is clearly
spare capacity. On the other hand for cases where there are more teams in the league it can be seen that
the number of fixtures expands:

7 ="

—1
y/g =n — | Saturdays since

n teams generate "C; = ( pairs, leading to a need for

there are n /2 games each Saturday. This will be 2( n — 1) Saturdays when ‘home’ and ‘away’ are taken
into account.

These are important preliminaries for the fixture devisor to contemplate.

To return to the main task of constructing the fixture list. We now know that for an eight-team league,
there are seven different sets of, say, weekly fixtures, repeated to give a total of 14 Saturdays. The best
way to solve the problem is to fill out a game matrix as shown in Figure 2.27.

Examination of the pattern in the ‘matrix’ shows how the fixtures can be developed. Starting with team
A, we give it the fixture list versus B, C, ... H, without loss of generality. For team B, start two rows
lower down and give it the fixtures C, D, ... G.



Its first game is versus A so the remaining game in Week 2 is versus H. Now consider team C: again
start two rows further down and roll to alphabetical list round into Week 1 as necessary. Vacant weeks
are filled in by reference to what has already been decided for team's A and B. By continuing in this
way it is easy to complete the entire schedule.

This method is easy to extend to 10, 12 teams and so on.

Interpretation

To see what the fixture matrix has delivered, write down the games allotted for the first two weeks:
Week 1 (A, B) (C, G) (D, F) (E, H)

Week 2 (A, C) (B, H) (D, G) (E, F)

Writing the games down in pairs allows for suitable selection of the home team. We would continue for
subsequent weeks in the same manner until the first seven weeks are complete. The remaining seven
weeks’ fixtures are merely the reverse of the first seven weeks.

This is not quite the end of the problem for a particular real situation if allowance is to be made for
ground sharing or avoidable fixture juxtaposition. This new problem can be easily fixed since there is
complete flexibility in the matrix fixture outcome, however, weeks can be interchanged and of course
the team letters A, B .... re-assigned. A further situation that might cause a difficulty is if there is an
odd number of teams.

There are other fixture situations that occur commonly. For example a mixed-doubles tennis
tournament played out all on one day on say two courts where all of the pairs play one another. Given
that there are six pairs entering, what is the order of play so that couples get a reasonable spread of
games and rest? Then there is the club badminton match in which three pairs from Club 1 play all the
three pairs from Club 2, all games on the one church-hall court in one evening: what is the order of

play?

Cpponents for the following teams
Weok A B c D E F G H
1 B A G F H D C E
2 C H A G F E D B
3 D C B A G H E F
4 E D H B A G F C
5 F E D G B A H G
] G F E H C E A D
7 H G F E o c B A
Figure 2.27

Example 2.11
Snow plough
Problem description

On the occasions when there is a sudden very heavy snowfall, country roads can easily become
blocked. This necessitates the use of the local council's snowplough in order to clear a way through. In
a particular situation a long 10 km stretch of road has to be cleared after a fall that results in an even
depth of 0.5 m along the road. The clearance would be routine at a steady slow pace

apart from the fact that, just as the snowplough is about to move off, it begins to snow again heavily. As



the depth of snow increases, so the speed of the snowplough decreases until, at a certain depth, the
snowplough itself can get stuck.

The rate of fall of the new snow will affect the progress of the snowplough and the question that arises
is whether the snowplough can complete the 10 km clearance or find that the snow builds up so quickly
that the snowplough gets stuck.

We shall consider the following data.
1. It snows for 1 h in total.
2. The snowfall rate may vary, but at its heaviest it is 0.1 cm s —1 .
3. The snowplough gets stuck when the depth of snow reaches 1.5 m.
4. On aroad completely clear of snow, the plough travels at 10 ms —1 .
Model formulation

To make a start, let us suppose that the speed v of the plough decreases in direct proportion to the depth
d of snow. Measuring v in metres per second and d in metres, we arrive at the formula

b= lﬂ(l — 2—;) (2.27)

valid for d < 1.5, after which the snowplough has stopped. Other relations can be constructed for
calculating the speed in terms of the depth of snow, but this is the most simple. Note that this relation
satisfies the data given: v = 10 when d = 0 and v = 0 when d = 1.5. Also using equation (2.27), since the
initial depth of snow is 0.5 m, the plough moves off on its journey at 6.7 ms —1 .

Now the new snowfall rate has to be modelled by a suitable function. Earlier we said that the rate can
vary throughout the hour of the fall. However, to make the model simple to begin with, suppose that the
snowfall rate is taken as constant. Denote this by R const (cm s —1 ). Therefore the increase in depth of
snow is R const t cm = R const t /100 m in t s. The total snow depth now is

R const (2 28)
=05 :
‘ MNTIT
This enables the speed of the plough after t s to be obtained by substituting from equation (2.28) into
equation (2.27), giving

o— 105 Reonat (2.29)
3 50
If v has declined to zero, then the plough has stopped, and this occurs when
_ 100 (2.30)
R const

The distance travelled in this time by the snowplough will be obtained by integration:

distance s = fv dr

10 _ Reonstt 2.31)
i / (2 50 )d"

200 Regput?
3 30



(Remember that s = 0 initially.)
Now try some data to see what happens.

Case A Suppose that a heavy snowfall takes place at the maximum rate of 0.1 cm s —1 . If snow
continued to fall at this rate for the entire hour, then the extra depth of 0.1 x 3600/100 m = 3.6 m would
accrue on top of the original 0.5 m, which is very unlikely. However, before rejecting this forecast, we
shall see what has happened to the snowplough by using equations (2.30) and (2.31).

From equation (2.30), the plough stops when t = 100/0.1 s = 1000 s = 16.67 min.

From equation (2.31), we can work out that the plough has travelled a distance of 20 x 1000/3 — 0.1 X
(1000) 2 /30 m = 3333.33 m = 3.33 km. So the plough travels exactly a third of the way along the road
before getting stuck. The depth of snow at this moment is obviously 1.5 m, which is a long way short
of the projected final depth of 4.1 m after 1 h. However, once the plough has stopped, it remains stuck
until further relief is available; so it may as well now stopsnowing!

Case B Suppose now that a less heavy snowfall takes place at a steady rate of 0.025 cm s —1 . This
time, from equation (2.30), the plough comes to rest after 100/0.025 = 4000 s = 66.67 min, which of
course is four times as long as in Case A. The distance travelled in that time is again worked out from
equation (2.31) as 20 x 4000/3 — 0.025 x (4000) 2 /30 m = 13 333.33 m = 13.33 km. However, this is
further than the allotted 10 km on the road to be cleared; so we conclude that the snowplough has
achieved its target, assuming another plough has responsibility for the additional road. The actual
clearance time can be worked out by substituting into equation (2.31) that s = 10 x 1000 and R const =
0.025. The resulting equation can be reduced to

0.0025¢2 — 201 + 30 000 = 0
The solution that we want from this is t = 2000 s = 33.33 min.

The speed of the plough after 10 km can be calculated to be 3.33 m s —1 by substituting into equation
(2.29).

Finally, we shall consider a situation where the new snowfall rate is not constant. Suppose that the rate
increases steadily up to the maximum rate of 0.1 cm s —1 after 30 min before decreasing again. The
snow rate profile is shown in Figure 2.28.

Denoting the rate by r(t) cm s —1, then

ﬂ 0< 1< 1800
r(f) = 1800 011
0.2 - —— 1800 < ¢ < 3600

The calculation of the depth of snow follows by integrating the expression for r(t). The technique needs
a little care owing to the nature of r(t) where we have defined it by a different function over the
separate time ranges.

For current time T < 30 min,

1—o0s+001 [ L1g,
( = . . _—
o 1800 (2.32)
0.00172
3600

This gives a depth of snow of 1.4 m after %h. For current time T > 30 min,

=05+
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After a little simplification, this reduces to

0.172
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Figure 2.28

At the end of an hour, the depth of uncleared snow can be calculated by substituting T = 3600 into
equation (2.33). This gives a final uncleared depth of 2.3 m.

We must now return to equation (2.27) to obtain the expression for the speed of the plough. The results

dare.
20,0017
0222007 0< T < 1800
v (3 541:"::) =0
- 2 0.172
_Zxo001{027 - ~13 3
10{1 3><nm(ﬂzr 35{10) 1.3} 1800 < T < 3600

and by integration

2T 0.0017°

This means that after 30 min, the plough has travelled 8.4 km and its speed is 0.67 m s —1 . The snow is
1.4 m deep at this point so clearance continues, but not for long. Setting v = 0 gives a quadratic for the
time T :

0.17% — 7207 + 280 = 3600 = 0

which has a root at T = 1903, i.e. after another 103 s the plough gets stuck. The additional distance
travelled is about 34 m.

Interpretation

The results seem correct for the data used. Other situations can be analysed. An interesting further
question concerns what is happening behind the snowplough. Immediately behind the plough the road
is clear, but further back it is snowing and the depth is building up again. If the snow depth profile were



photographed after say 30 min what would the picture show?
Example 2.12
Random walk

To conclude the set of examples that illustrate simple modelling problems, we return to a situation
involving simulation modelling with a random effect to be taken into account. Example 2.9 examined a
queue scene (the start of many operational research investigations incidentally). Here we take up a
different problem involving a random walk. This examines the path of a single point in two dimensions
in which a walk takes place over say the n straight-line segments:

(X0 ¥i) = (Xigrs Pisr ), i =0, 1, 2...n = 1

This can be drawn out as shown in Figure 2.29.

¥a

8]

Figure 2.29

The random part of the procedure is that from any given point Pi ( x i, y i ) in the walk to the next
point P i +1 the distance and direction are randomised. The outcome is then indicated on Figure 2.29,
showing n steps from P 0 to P n . When the procedure is repeated over a different set of random
numbers, a different path will be executed.

This implementation may seem a little esoteric and have little relevance to mathematical modelling.
However, this is very much not the case and we don't rely merely on the supposed real-life situation of
the drunken man trying to walk home from the public bar after a night out! Random walks (or growth)
can be used to model, for instance, dirt collection and organism growth. In the case of dirt collection,
this is important in many industrial processes leading to a foul up of the operation when for example
the ‘cogs’ jam. Modellers are called in to help predict dirt build up in which small particles gather in
some random manner in machinery. In the case of organism growth, we can turn to the spread of
fungus through the growth of small spores from some initial source. It will be important to predict how
fast the fungal growth spreads. The spores can be taken as a random spread from the source. These two
situations are really three dimensional of course so by displaying a planar walk in Figure 2.29 we are
thinking more of the drunkard than the scientific applications.

It may be thought that in this example we are extending the simple modelling tasks beyond that suitable
for beginners, but remember all the examples start from a real-life problem that can be modelled
usefully by students on an initial modelling course since we reduce each problem to a core activity
within the scope of beginners.

Problem description



Consider a simplified version of White Rot Fungi spread from a tree trunk subject to a suitable damp
environment. Suppose that the trunk is infested with

the fungal source and that this is represented mathematically by a set of source points along a line of
the trunk. Again a two-dimensional case will be analysed for simplicity and, in order to suitably
calibrate the fungi spread, let us suppose that a line of tree trunk can be represented by the x axis and
that the fungal growth is away from the tree ( x axis) in the positive y direction. We need to set up a
random walk starting at a number of points along the x axis. Each spore line will have a random length
and a random direction subject to what the growth behaviour is likely to be.

Model formulation

The real dimensions of the problem are required so that the correct behaviour can be reflected by the
model. However, to illustrate what can be formulated, it is convenient to use ‘dimensionless’ problem
units for simplicity. Taking the random walk path of one given starting point on the tree trunk, then the
path indicated in Figure 2.29 needs to be modelled. The path from Pito Pi+1,ie. (xi,yi) - (x1i
+1,y1i+1) can be shown in Figure 2.30.

The two parameters d and 8 determine the position of the point P i +1 starting from P i . These require
attention to be converted into random variables.

1. Taking d : suppose this variable is normally distributed with mean of zero and standard
deviation of 1.0.

2. Taking 0: suppose this is a uniform random variable over the range (0, ).

These decisions will allow the spore growth to be ‘backwards’ towards the x axis base line so when the
outcome is put onto the computer we must take account to prevent growth back into the tree itself.

The situation is best developed using the MATLAB package (The MATH WORKS Inc., Natick, MA,
USA). MATLAB is a user friendly compiled programming language ideal for modelling simple
transient problems of the kind considered here. When MATLAB is run for a case where there are four
neighbouring source points for P 0, then the outcome is easily graphed as shown in Figure 2.31.

Figure 2.31 shows the growth away from four source points which have representational coordinates
(1,0), (2,0), (3,0) and (4,0) and is taken over two

Figure 2.30
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Figure 2.31

time steps for illustration purposes. When we continue with the simulation to cover the first 10 steps
then we can view the consequences as shown in Figure 2.32.

This looks more like the sort of scrambled growth pattern to be expected. Each spore has 10 growth
steps (unless suppressed by ‘hitting’ the x axis). The MATLAB program code for this is given at the
end of this chapter (Appendix 2). As in any simulation model it will be necessary to run over many
different random number streams so that average effect can be assessed.

Interpretation

We can immediately see the potential of random walk models in representing the fungal growth. The
spore lines overlap and are congested close into the tree trunk. There are questions we can answer
mathematically from the simulation, which it is then hoped will be useful to the environmentalist. For
example:

1. Measure the density of lines against the distance away from the base line.
2. Measure the greatest extremity of a spore for a given number of time steps.

The model can be easily changed if it is decided that the random variables used need adjustment. We
can compare our outcome with photographs of the real thing. The nature of the investigation can also
be re-constructed if the growth of fungus out from a circular cross-section of tree is required.



Figure 2.32

2.3 Further examples
Example 2.13
Investment

When a sum of money is invested in a building society, it gains interest at a certain rate. Usually, for
small savings accounts, you want to pay in money from time to time as and when you have money
available. Also you will want to withdraw cash for a particular purpose — perhaps to pay for an annual
holiday. This means that the calculation of the amount currently held in your account depends not only
on the dates of deposits and withdrawals but also on how the interest is worked out. The interest rate
often varies as well, just to complicate matters.

Formulate a mathematical model which will tell you how much is in your account at any given time.
(Take the calculation of interest as compounded each month and decide, for example, that any deposits
only gain interest from the start of the next month after being invested.)

Consider the ‘reverse’ problem of needing to save a certain amount by 12 months’ time for particular
use. How much must you invest each month?

Example 2.14
Ladders

There is a conservatory behind your house which sticks out into the garden by 2 m. The conservatory
roof is flat and is 3 m above ground level. Above the conservatory at first- and second-floor level are
bedroom windows to be cleaned. The conservatory runs for the whole width of the property.

The window cleaner attempts to place his ladder against the house wall, resting on the ground and
passing over the conservatory. He does not have many ladders to choose from but starts with a ladder
of 6 m in length after extending it. Can this ladder reach over the conservatory and touch the house



wall? If so, what height does it reach up the wall? What is the minimum ladder length that can just pass
over the conservatory and still rest against the house?

Example 2.15
Art gallery security

A small art gallery has a security problem and decides to dispense with attendants on duty ‘on the floor
of the gallery’ and instead to install a television eye system in which cameras pan over the area of the
gallery. The resulting pictures are then watched from a remote control room. At the gallery entrance, an
attendant checks tickets whilst at the exit another gives a cursory check of people as they leave. The
current exhibition is that of a collection of small highly valuable water-colours. The layout of the
gallery is shown in Figure 2.33. The management decide to make do with two television cameras as
shown.

A Entrance
2m
L/
\ im
20m
6 m
20m

‘:\ im
2m [
Exit B

Figure 2.33

There is a water-colour placed every metre around the walls of the gallery without any gaps. The
television cameras give at any instant a ‘scan beam’ of 30°. They rotate backwards and forwards over
the field of vision, taking 20 s to complete one cycle. In the control room the attendant looks at the
television pictures 50% of the time since he has other jobs to do. Analyse the success of this system.
How many water-colours are under surveillance at a particular instant? Calculate the relation between
‘time’ and ‘number of water-colours’ throughout one camera cycle. Suppose a thief tries to steal a
water-colour — what are his chances of escaping television detection? What happens if the rotation
speed of the cameras is changed?

Example 2.16
Pyramid selling

‘Pyramid’ selling of household articles through gatherings of buyers and sellers at people's houses is
quite a well-known marketing technique. For example, a range of plastic tableware (plates, cereal
bowls, etc.) are often sold in this way at so-called Tupperware parties. The principal features of
pyramid selling are as follows.

The Tupperware agent in the district calls a party to which a number of people come. They pay a
‘joining fee’ on arrival. The Tupperware agent then demonstrates the qualities of the particular items
currently on sale and sells some to those present. The Tupperware agent then invites each guest to
become a subagent and to organise their own parties in their own houses to which they will invite new
sets of people. When such further parties take place, the subagents behave similarly, i.e. they sell the



tableware and tell each guest to become an agent. This process then continues over more ‘levels’ as
appropriate, thus creating a pyramid of ‘members’. The whole system can start again with a different
product and be repeated.

Can you formulate the pyramid selling situation into a mathematical model? Remember that each
subagent pays a certain percentage of profit back to the agent one level higher up in the pyramid.

Suppose, for simplicity, that one particular Tupperware article is sold. Suppose that each member buys
the same quantity of goods.

Develop the model to deal with a variable number of articles sold. What happens if the number of
people at the parties varies? How many ‘levels’ of the pyramid are feasible? What happens if some of
(or all) the guests are agents from a higher level?

Example 2.17
Lift/elevator system

A university has a lift system to carry students and staff to the floor that they work in. Currently in a
particular block there are two adjacent lifts which give access to any of eight floors starting from the
ground floor

(floor 0). This causes great aggravation at busy early morning times when both lifts seem to be stuck at
around floor four before slowly descending stopping at each floor level on the way. A suggestion is
made that one of the lifts should be programmed to serve only floors six to eight, whilst the other still
operates over all floors. Investigate this strategy. Do this by collecting data on early morning demand at
your own site. Evaluate how long it takes for a lift to travel from one floor to another. Remember that
new customers arrive according to some random process and not all want to go to floor eight.

Example 2.18
Bandage

The first-aiders course is running at the university. One of the items concerns how to bandage a limb
after an injury or cut has occurred. The bandages used are taken from spools of cloth of certain widths.
The amount required for a particular person's injury will depend not only on the seriousness of the
wound, but also on the diameter of the injured limb, i.e. this might be a finger but could be a thigh.
There is also the question of how much overlap to include in a given bandage wrap. The organisers of
the first-aid course would like to know how much bandage is typically needed.

Figure 2.34

A tape of width D cm is wrapped around a cylindrical ‘limb’ of radius a cm so that the tape just covers



the limb with no overlap to have a resulting ‘pitch’ angle 0 (Figure 2.34). Obtain the equation relating
D, a and 6.

How does this relationship vary when the first-aiders require an overlap of w cm?
Example 2.19
Ice-cream cornet

Canio's Ice-Cream company is examining its ice-cream sales and find that the standard cornet is as
popular as ever. It decides that the amount of ice cream per cornet should be regularised and also that
the size and shape of the conical biscuit holder should be specified. The preferred arrangement is
shown in Figure 2.35.

It is decided that for a standard cornet, the amount of ice cream (spherical in scoop shape) must just fit
at the top of the cone when served, and that the cone size should just exactly contain all the ice cream
as it is left to melt.

Formulate relations connecting r, 1, a and o and obtain the value of the cone angle «.

lce cream

Figure 2.35
Example 2.20
Second-hand car

Sculleys are offering good deals on second-hand cars. It has schemes for monthly repayments over 30-
and 42-month periods at given rates of interest. A deposit is normally required before ‘terms’ are then
set up to cover the financing of the remainder of the amount owed. The problem for the customer, apart
from finding money for the monthly repayments, is that the value of the car will depreciate as time
goes by. In order to plan ahead for another car purchase, probaly but not necessarily at the end of the
payment period, it is prudent to save on a monthly basis in a ‘savings’ account. The plan may be to save
sufficient to cover at least a new deposit (to add to the re-sale value of the old car) so that next time the
amount borrowed will be less than the first time.

Set up a financial model for the second-hand car purchase situation to show the month-by-month state
of the finance and also the declining value of the car as it depreciates. The model must also include the
outcome from the savings account. The ‘state’ of the finance should be summarised every six months.



Take typical data on a popular small car such as a Vauxhall Astra.
Example 2.21
Conifer

A plantation of conifer trees has a 10-year cycle over which period trees are either cut down for sale or
left to mature. After 10 years’ growth a tree has matured and subsequently if left in the ground does not
increase in value beyond that after 10 years.

The demand for trees (such as for Christmas trees) means that many are cut and sold well before they
reach the age of 10. Each spring new saplings are planted to replace those cut down at the end of the
previous year so a constant number of trees is maintained. Investigate the strategy for cutting and
selling.



Appendix 1



ModelMaker Program for Evacuation: Example 2.5

t 400 0
{t denotes time from 0 to 400s}
LECROOMI1 Conditional
d(LECROOM1)/dt = —F1
{differential equation for evacuation from Lecroom 1}
Initial Value = 120
LECROOM2 Conditional
d(LECROOM2)/dt = —F2 - F4
{differential equation for evacuation from Lecroom 2}
[nitial Value = 180
FOYER Conditional
d(FOYER)/dt = +F1 + F2 - F3
{differential equation for the Foyer}
Initial Value = 0.0
DOWNSTAIRSI Unconditional
d(DOWNSTAIRS1)Ydt = +DELAY1
{differential equation for arrival at Downstairs 1}
[nitial Value = 0.0
DOWNSTAIRS2 Unconditional
d(DOWNSTAIRS2)/dt = +DELAY?2
{differential equation for arrival at Downstairs 2}
Initial Value = 0.0
F1 Conditional
Flow from LECROOMI1 to FOYER
F1 = 0 for FOYER >= 100
{flow information from Lecroom 1 to Foyer}
F2 = 0 for FOYER >= 100
0 for LECROOMI1 <=0
2 by default
F2 Conditional
Flow from LECROOM2 to FOYER
{flow information from Lecroom 2 to Foyer}
F2 =0 for FOYER >= 100
0 for LECROOM2 <=0
2 by default
F3 Conditional
Flow from FOYER to DOWNSTAIRSI
{flow information from Foyer to Downstairs 1}
F3 = 0 for Foyer <=0

1 e AaFoaalse
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MATLAB program for Example 2,12
Subroutine:

function [v,concen]=fungiin,t)
% n — number of fungi
% t — number of steps
Yoy — max distances in each step
% concen — density of points at given distance
ml(l.I:n)=1:n;
m2(1, Ln)=(L:n)*0;
y(1)=0;
for i=1:1
alfa=rand(1,n)*pi;
d=randn{1l,n):
ml{i+1, l:in)=ml{i, 1:n)+(d.*cos(alfa));
m2(i+1, L:in)=m2(i, 1:n)+(d.*sin(alfa));
if any(m2(i+1,:)<0)
xx=find(m2{i+1.:)=0);
for j=1:length(xx)
m2(i+1, xx(j))= —m2(i+1, xx(j)):
end;
end;
y(i+1)=max{max(m2(i+1,:)), y(i))
end;
maxy=y(t+1);
deltay=maxy/(2*t):
pop=n;
pointotal=sum(sum{m2(1:t+1.:) <=(maxy))):
o pointotal = all points
ilosc(1)=n/pointotal;
for i=1:2*1
total = sumisum{m2( 141 <={1/(2¥ ) *maxy)));
concen(i+1)=total-pop:
concen(i+ 1)=concen(i+1)/pointotal;
pop=total;
end:
subplot(2,1.1):
plot([1.n].[0.0].'k"." LineWidth’,2);
o hold on;
for i=1:length(ml(1,:))
plotim1(:,i),m2{:,i),"— *"*Color’ [rand{1),rand(1),rand(1)]);
% hold on;
end;
xlabel(*X");
ylabel("Y");
subplot(2, 1, 2);



CHAPTER 3
Modelling Methodology

Aims and objectives

In the previous chapter, 12 modelling problems were presented. Many alternatives could have been
included. They were all presented at the beginner level and the intention was to give a student modeller
an idea of what mathematical modelling is about. In this chapter, we attempt to lay out guidelines for
doing modelling. A methodology is explained and an example is then developed to show how and why
the methodology is useful in practice.

3.1 Introduction

Each of the 12 examples from chapter 2 has an element of real-life use to motivate the investigation. It
could be claimed that when mathematics is used to solve problems then all the problems are ‘real life’
to some extent, so the question arises: what is so special about mathematical modelling? The
terminology used to promote the 12 examples mentioned ‘problem solving’, ‘investigation’, ‘model’,
‘simulation’ as well as ‘real-life situation’. All these terms need clarifying or defining and this will now
be tackled here. It is convenient to list some of the questions to be addressed:

1. What exactly is mathematical modelling?
2. When is the best time to start a mathematical modelling course (as a student)?

3. What new skills are acquired from modelling that cannot be learned from conventional
mathematics courses?

4. Is there any difference between ‘investigations’, ‘problems’, ‘models’ and ‘simulations’ in
mathematical modelling?

5. Is there some general methodology for doing modelling that we should be aware of (perhaps for
future use in the professional arena)?

Before giving answers to these questions, we shall review the content of the 12 examples from chapter
2. The important features in each example are identified here:

Example 2.1
Data fitting

Collect data and analyse relations between the sets of data with the purpose of interpolation and
prediction of further results.

Software: spreadsheet analysis using EXCEL or equivalent.
Example 2.2
Windscreen wipers

A problem-solving scene using simple geometry of circles. Occurrence of simplifying assumptions.
Variable list drawn up. Comparative outcome over a variety of car products is possible.

Software: none.

Example 2.3



Traffic lights

An everyday situation that can be observed and the actual behaviour recorded. Car performance based
on kinematics and driver reaction have to be estimated. Simplifying assumptions made. Physical units
required. Paves way to many other car modelling problems.

Software: none, though results can be put on a spreadsheet.
Example 2.4
Price wars

A simple business problem. Conceptual relations between variables required. Parameter fixing
difficulty. Strategic outcome.

Software: spreadsheet useful in display of results and graphs.
Example 2.5
Evacuation

An important organisational problem. Conceptual behaviour to be assumed. Good for beginners since
the outcome can be easily tested and the results matter.

Software: MODELMAKER package used to analyse large situations.
Example 2.6
Corridors and corners

Problem solving using simple trigonometry. Needs calculus to obtain the solution. Can be validated on-
site as the ‘removal man's dilemma’.

Software: none.
Example 2.7
Fish harvest

A population problem from the age-stratification angle. Parameter selection issues. Steady-state
outcome required. Opportunity for a matrix model.

Software: EXCEL spreadsheet.
Example 2.8
Student loan finance

A topical problem of finance. Introduces compound interest and use of the geometric series in analysis.
Tabular outcome ideal for spreadsheet display.

Software: EXCEL spreadsheet.
Example 2.9
Car exhaust bay

Random effects included. Idea of a (discrete) simulation model introduced to give a stochastic as
compared with a deterministic model. The beginning of some important modelling problems where the
outcome is measured statistically after many simulation runs.

Software: EXCEL spreadsheet.
Example 2.10



Fixtures

An organisational problem. No physical concepts or units required. No data required in particular so a
good problem for beginners. More of a mathematical puzzle. Outcome important nevertheless.

Software: none, though spreadsheet helps.
Example 2.11
Snow plough

A physical model required. Relations between variables are drawn up and units are chosen. Kinematics
of snowplough motion are formulated mathematically.

Software: none specifically, though DERIVE useful.
Example 2.12
Random walk

Fungal growth behaviour analysed by conversion to a random walk situation. Interest centres on the
density of growth away from a number of source points. A simulation model created, which is run
many times to produce statistical results of the fungal spread.

Software;: MATLAB.

It can be seen from this list and the efforts shown in chapter 2 that some of the examples require a
direct answer to a direct set problem. In others there is more than one answer owing to the nature of the
Example or the formulation presented. Also some may seem relatively easy and ‘closed’ such as
Examples 2.6 or 2.10, whereas others can be extended and are ‘open’ in the sense that we may dispute
part of the formulation or want to develop more complicated relations between certain variables
(perhaps in Examples 2.4, 2.5 or 2.11).

These considerations partly deal with question 4 above: a so-called problem often has a specific correct
answer while a model will be more general and speculative. Very often a model is a formula containing
symbols that represent our variables generally, without particular numeric values being substituted (see
equations (2.4), (2.12), (2.23), (2.25) and many others). Different models can be formulated for the
same initial situation and different answers obtained. It is not the case that one formulation will be
‘correct’ and all the others wrong, although some may be more useful than the rest. Essentially model
building will require creativity including making modifying assumptions on the way. A model can and
should be re-visited after use to see if it can be improved or corrected. Reading chapter 1 in this book
sets out the whole scene in detail.

Other issues have begun to emerge from working through the examples in chapter 2. Keeping to the
model building theme, it seems to be a good plan to list all the variables and factors at the start that
affect the particular situation giving them symbols and units if possible. Assumptions need to be
identified and carefully weighed for effect and then the mathematical formulation is hopefully carried
out. We then apply data to our model and consider the results for their worth. We try to interpret the
results in context to see if they stand up to reality. It may be realised that if the outcome is actually
wanted by someone (and we hope that it is) then the person will probably not be a mathematician. They
will perhaps be a planner, engineer, sales person, fire officer, football league secretary etc., so we shall
probably have to present the results to a non-expert who may not want too much mathematical detail.
(How to present orally and report in writing on the findings of a modelling activity are discussed in
chapter 10.)

Returning to the questions given at the start of this section, brief answers are:



1. Translating a real situation into a mathematical form with the purpose of solving the
mathematics to provide useful answers to the real situation.

2. No later than the second year within an appropriate mathematics degree programme (so that
simple calculus, algebra, statistics and IT have been covered).

3. The essence of learning how to apply mathematics in the real world through careful
understanding of the situations under consideration. This

is an important issue: setting up one's own model is quite different from using an already approved
textbook formula.

Overlap always appears in the terminology, but there are normally some differences — see section 3.2
below. Yes. A structured approach (probably through team work) is always more likely to lead to
success rather than haphazard undirected individual work. Read on to section 3.3 below.

3.2 Definitions and terminology

A number of different terms are commonly used to help to classify models and it will be useful to
explain them here. The term mathematical modelling itself has been described in chapter 1; so there is
no need to cover the same ground again. Perhaps a reminder is appropriate that the word ‘mathematics’
is used ‘generically’ to include statistics, operational research and computing as well as conventional
mathematics.

The term problem solving was mentioned in chapter 2, suggesting a slightly different activity from
modelling. Without being too rigid in our definitions, this term is often reserved for those situations
where a definite well-defined ‘problem’ has to be tackled and a particular answer is required.
Expressing the problem in mathematical terms will not lead to much argument over alternatives.
Examples 2.6 and 2.8 come into this category.

The term simulation can often be used synonymously with ‘modelling’, but some writers prefer to save
it for use when the situation being modelled is very complex or more especially when there are random
effects to be considered. Note in passing that The Oxford English Dictionary definition of ‘to simulate’
is ‘to assume the mere appearance of’, ‘to feign’, ‘to counterfeit’ or ‘to pretend’. This is not what we
want at all since it suggests some sort of confidence trick! To explain what is meant, consider the
following two examples.

Example 3.1

A health centre is to be set up in a small town to contain, under one roof, a team of both doctors and
pharmacists. The local area health authority want to know whether there is likely to be any
improvement in efficiency of this new system compared with that currently in use, where doctors all
act individually and pharmacists work in separate chemist's shops. In particular, the local authority
need to judge the efficiency before going ahead with building work.

The operation of the new centre can be tested by constructing a model of the situation using statistics
and mathematics. Data would have to be collected

about doctors’ current consultancy times, number of doctors and pharmacists to be available and so on.
The data would then be used to construct a model that simulates the real system. Repeated operation of
the model would be carried out to provide output on the times patients spent at the centre, the times a
doctor was idle and so on. The results would be averaged so that items of information such as ‘mean
patient time at the centre’ and ‘mean number of patients treated per day’ could be calculated. These
results would then be compared with similar calculations for the current system so that a decision could



be made. Essentially the proposed new system is being simulated instead of being put into operation
and then tested, when it may be too late to reverse the decision.

Example 3.2

British Gas transport natural gas under high pressure around Britain prior to its local distribution. When
North Sea natural gas was first available, they had the problem of guaranteeing to customers, both
industrial and domestic, that sufficient gas would always be available. There was no available pipe
network which could be used to transmit the gas. Another complication is that the demand for gas
fluctuates with seasonal and daily weather conditions.

As in Example 3.1 the answers were needed before putting large resources into building the system. A
mathematical model was formulated, based upon the known physical properties of gas and how it
would flow along large, very long pipes. The model was then operated under various conditions to
simulate the real system. A number of different pipe layouts were tried to obtain an optimal design.
Again, only after many simulations had led to a confident prediction that gas demand could be met in
all circumstances was the construction of the pipe network authorised.

In both the above examples it can be appreciated that, having formulated quite complicated models, the
model would be translated into a computer program ready for subsequent simulation. The problems
described in these two examples may seem far removed from the work of chapter 2 but, to describe the
terminology adequately, it is necessary to raise our horizons a little.

The description deterministic model is usually used in cases where the outcome is a direct consequence
of the initial conditions of the problem. This directness is not affected by any arbitrary external factors
or, in particular, random factors. Very often, but not always, this kind of mathematical model involves
differential equations in which time is the independent variable. In fact the gas flow model from British
Gas mentioned above is one such deterministic model where differential equations are used. The gas
flow received at some

remote location will depend entirely on the initial state at a North Sea terminal and on the pipe
network. Many models described in this book will be found to involve deterministic differential
equations and chapter 6 is devoted to this particular topic.

The term stochastic model, on the other hand, is reserved for those situations where a random effect
plays a central role in the problem investigation. We have already seen examples in chapter 2
(Examples 2.9 and 2.12). Many models of this kind are essentially ‘next-event’ models often involving
queues and services. Random arrivals at bus queues or random service times at the supermarket are
common events for everyone. In these situations the outcome is not fixed in the sense that it is unique
because we have to allow for the random variability of arrivals and departures. This of course was the
case in Example 3.1, where repeated simulations have to be statistically appraised before any sort of
answer can be given. Stochastic models form the subject of chapter 7.

To sum up, it is often useful to divide our mathematical models into two categories, deterministic and
stochastic, but care is necessary because there are many situations where, within the same model, some
features are random and others deterministic.

3.3 Methodology and modelling flow chart

As has been said earlier, one of the main purposes of this guide is to teach how mathematical modelling
is done in practice. One of the important conclusions from the previous section is that the activity of
modelling is a process which involves a number of clearly identifiable stages. The most helpful way of
representing these stages is by means of a modelling flow chart. Our particular version of this flow



chart is illustrated in Figure 3.1. We do not claim complete originality for this chart and most books on
mathematical modelling will have something similar. Experience shows that the flow chart does help in
developing the right attitudes, leading to successful model building. There is perhaps some danger in
trying to fit all situations onto the flow chart in a rigid manner but the comforting framework which it
provides usually outweighs these dangers. The main point to remember is that when faced with a
modelling problem, you should not be disconcerted if you feel ‘lost’ and wonder where to start. This is
a perfectly normal reaction, even for experienced modellers. The point of the flow chart is that it gives
us a framework to refer to and acts as a channel for our thoughts and ideas.

In this flow chart, each clear stage in the modelling process is represented by a box. We shall now
amplify each ‘box’ with a series of questions and hints which should indicate what is intended.

1 ldentify the 2 Formulate a 3 Obtain the
real problem mathamatical mathematical
model solution of
] > the model
Y
6 Write a 5 Compare 4 Interpret the
report and/or with mathamatical
present the reality solution
resulls
— it
Figure 3.1

Box 1: Identify the real problem

What do we want to know? What is the purpose and objective? How will the outcome be judged? What
are the sources of facts and data, and are they reliable? Is there one particular unique answer to be
found? Classify the problem: is it essentially deterministic, or stochastic? Do we need to use
simulation?

Box 2: Formulate a mathematical model

Look first for the simplest model. Draw diagrams where appropriate. Identify and list the relevant
factors. Collect data and examine them for information explaining the behaviour of the variables.



Collect more data if necessary. Denote each variable by an appropriate symbol and assign units. State
any

assumptions that you decide to make. Draw up relations and equations connecting the problem
variables, using your mathematical skills, e.g. proportionality, linear and non-linear relations, empirical
relations, input—output principle, Newton's laws of motion, difference and differential equations,
matrices, probability, statistical distributions, etc. (See chapter 5 for some help with this stage.)

Box 3: Obtain the mathematical solution of the model

Use algebraic and/or numerical methods, calculus and graphs. Write computer programs or use a
prepared package if suitable. Use a simulation package if necessary (see section 7.6). Extract values for
the variables that you want, either tabular or in graphical form.

Box 4: Interpret the mathematical solution

Examine the results obtained from the mathematics. Have the values of the variables got the correct
sign and size? Do they increase or decrease when they should? Should a certain graph be linear?
Consider large and small values of the variables to check for sensible behaviour. Have you got the
‘best’ solution that you expected or should some initial conditions be changed? (See chapter 8 for some
help with this stage.)

Box 5: Compare with reality

Can your results be tested against real data? Do your mathematical solutions make sense? Do your
predictions agree with the real data? Evaluate your model. Has it fulfilled its purpose? Can the model
be significantly improved by greater mathematical sophistication? Do the interim results suggest that
more accuracy is needed by rerunning with an improved model? If yes then go to Box 1; otherwise go
to Box 6. This is important; very often the ‘modelling cycle’ is traversed a number of times before the
results are satisfactory.

Box 6: Write a report

Who is the report for and what do the readers want to know? How much detail is required in the report?
How can we construct the report so that the important features are clear and the results that we want to
be read stand out? (See chapter 10 for more details.)

It is especially important to get off to a good start; so particular care should be taken with the first step,
identifying the real problem. Think clearly; try to get to the heart of the problem. What is given ? What
are you asked to find ? Do not go any further until you get these clear.

You may find the above methodology somewhat cumbersome and it is not necessary to keep to this
format too rigidly. We want to be flexible in approach; so the structure described is a guide to good
modelling practice. In developing models in subsequent chapters, this structure has sometimes been
replaced by a simpler list of headings including the following.

Context ( Where does the problem come from and where does it fit
in?j

Problem statement (Define as clearly and completely as possible.)

Objective (Condense even further: state exactly what is given, and
exactly what you have to find.)

Model (Formulate a mathematical model and nterpret the

solution.)

You should now return to the examples in chapter 2 and see how they fit in with the methodology



described. A new modelling example will be given in the next section to illustrate how the modelling
flow chart works.

3.4 The methodology in practice

We now need an example that demonstrates the methodology, showing how a structured approach can
benefit the modelling process. For this purpose, we shall take a well-known situation of common
experience.

Background to the problem

It is about to rain; you have to walk a short distance of about 1 km between home and college. As there
is some hurry, you do not bother to take a raincoat or umbrella but decide to ‘chance it’. Suppose that it
now starts to rain heavly and you do not turn back; how wet will you get?

This seems a simple matter of getting out of the rain as soon as possible but, if variation in the direction
of the rainfall is taken into account, it may not follow that the best strategy is to run as fast as possible
over the distance. We shall now attempt to model this problem with the help of the flow chart structure.

Box 1: Identify the real problem

Given particular rainfall conditions, can a strategy be devised so that the amount of rain falling on you
is minimised? The model will be ‘deterministic’ since it will depend entirely on the input factors such
as the following.

1. How fast is it raining?
2. What is the wind direction?
3. How far is the journey and how fast can you run?

We shall need to develop a formula for the amount of rain collected which is dependent on these
factors. Suppose that the data available are as follows:
walking speed = 2m 5!
running speed = 6m s~ !,
journey distance = 1 km = 1000 m,
rainfall speed = 4m s !,

rainfall intensity = 2em h™'.

k]

These data are typical for average behaviour but could be altered to cover more extreme cases.
Box 2: Formulate a mathematical model
The first objective is to set up the simplest model possible.

Suppose that you run the whole kilometre journey at 6 m s —1 . Therefore,

. . : 1000
time spent in the rain = — S

= 167 s
=2 min 47s

Now ignore the rain direction, and merely consider rain collection from the given data of 2 cm h -1,
i.e. 2/3600 cm s —1 . Thus, over the whole journey of 167 s,



2w 167 i
3600

2% 167 % 0.01
n 3600

amount of rain collected =

It is now necessary to give some data about the surface area of the body which is being rained on.
Suppose for simplicity that the human frame is represented as a rectangular block 1.5 m high, 0.5 m
across and 0.2 m deep. Then

front and back surface area = 1.5 x 0.5 % 2

= 1.5 m’
sides surface areas = 1.5x 02 x 2
=0.6 m*
top surface area = 0.5 x 0.2
—0.1m*

i.e.

total surface area = 2.2m?

On the assumption that all these surfaces collect rain, then
2x 167 %001 x22 |

F n - l —
volume collectec 3600 m

== 2.041 % 10° cm?
= 2.041 litres

(So it is like having about two bottles of wine poured over you!)

(3.1)

The rules have been broken somewhat here by rushing through a quick result for illustration purposes,
and achieving an answer that is reasonably plausible as well. It will be useful now to go back to the
flow chart and to proceed through in a more detailed fashion incorporating this time all the relevant
features, thus developing a second and more general model.

Assumptions

It has already been decided that the human frame can be represented by a rectangular block. A diagram
helps in explaining the situation to be modelled and this is shown in Figure 3.2. Other assumptions
which we shall make are that the rain speed is constant throughout and also that you move through the
rain at a constant speed.

Some of these quantities shown in Table 3.1 are not variables at all but have numerical values from the
data provided. It is nevertheless convenient to retain
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Figure 3.2
Table 3.1 List of the factors

Description Symbol Units
Time during path through
rain 1 8
Velocity of ramn r ms |
Angle of rainfall deg
(due 1o wind) ]
Your velocity v ms !
Personal dimensions
Height h m
Width W m
Depth o m
Collection of rainwater on C 1
clothes
Rain intensity factor I -
Distance travelled D m

symbols while the model is being constructed. In fact, 1, 6, v, t and C are variables while the others are
‘parameters’ in the sense that they do not vary for this particular situation. There is a need to distinguish
between the velocity of rain and the collection of rain. If rain was a continuous flow of water (like a
river), then the velocity of the rain would give us the collection rate over a certain area. However, this
is clearly incorrect since rain is a stream of droplets which gives rise to the idea of rain intensity.

A rain intensity factor I is introduced to deal with this situation. From the data given above, the rain
speed is 4 m s —1 and the rain collection is taken as 2 cm h —1 . However,

rain speed = 4ms”!
— 400 x 3600cm h™! (3.2)
=144 % 10°cm h™!

compared with the collection rate of 2 cm h -1, i.e. the ratio is 7.2 x 10 5. This discrepancy is allowed
for by introducing I as the measure of rain intensity. For these data, I = 1/(7.2 x 10 5). Thus generally,
if I = 0, it has stopped raining, while increasing I gives heavier rain. Ultimately, I = 1.0 would
correspond to continuous flow like a river.



= rsin @+ v

rcos g

Figure 3.3

We are now ready to draw up the equations relating the variables listed above. There is no question of
the laws of motion, probability effects, etc., to worry about, merely an evaluation of the rain collection
capacity. With speed taken as constant, then

: . : D
time spent in the rain = —  (s) (3.3)

1I
Also the key factor now to be considered in assessing how wet you get is the relative direction of the

rain with respect to your direction of travel. These relative effects are conveniently shown in Figure
3.3.

Now, since the rain is coming down at an angle, we can see that in any situation only your top and front
will be getting wet. This is in accord with experience.

Box 3: Obtain the mathematical solution
The amount of rain falling on you will now be calculated in the two cases.

First, consider your top surface area, for which
top area being rained on = wd {m”)

and

rain component (Fig. 3.3) = rcos#

Therefore,
rate of rain collection = intensity x area x rain speed
= Iwdrcos  (m*s™!)

Intime D /v,

amount of rain collected = M (m?) (3.4)

Next consider your front surface area, for which

front area being rained on = wh  (m?)

and

rain component (Fig. 3.3) = rsinfl +v

Therefore,

rate of rain collection — intensity x area x rain speed
= Iwhirsinfl + v) (m's™!)

Intime D /v,



: IwhD(rsinf + v) -
amount of rain collected = ed U V) (m”) (3.5)
1I
By addition of equations (3.4) and (3.5), the total amount C of rain collected is
Iwh . ,
C = uv rd cos0 + h(rsinf +v)] (m?) (3.6)

It is now a question of extracting from equation (3.6) the information that we want on how wet the
journey will be. First, values for some of the quantities used can be substituted. From the earlier data,
we have h = 1.5, w = 0.5 and d = 0.2; also r = 4 and D = 1000.0. Also substituting the value for I from
equation (3.2), then

0.8costl + 6sinfl + 1.5v 3.7
C = m’ (3.7)
1.44 x 103y (m”)
The variables retained are v and 6, since you can choose v and 6 is the rain direction, which we shall

want to vary in investigating the mathematical solution. Thus, given 6, what v is chosen so that C is
minimised?

Box 4: Interpret the mathematical solution

Equations (3.6) and (3.7) are now examined. First, note that, if the rain intensity I is zero, then C = 0
which means that you stay dry. Second, the value of 6 will determine whether the rain is facing you or
blowing in from behind. We shall evaluate equation (3.7) to show what happens in particular cases.

Case 1: 6=0°
In this case, as 8 = 0°, the rain is falling straight down. From equation (3.7),

0.8+ 1.5 (m?)

C=—" "
1.44 % 103y

This expression is smallest for the largest possible value of v, i.e. v = 6 in this case.
Substituting v = 6 gives
9.8

T 144 % 10° % 6
= 1.13 litres
Case 2 0 = 30°

C (m¥) (3.8)

In this case, as 8 = 30°, the rain is driving in towards you. From equation (3.7),

0.4v3+3+1.5v)

( 3
C-Taxion ™)
Again this is at its smallest when v = 6, i.e.
04v3+3+9
C = 14356 (litres) (3.9)
= 1.47 litres

Case 3 Negative 0

Now suppose that the rain is coming from the rear so that 8 is negative. Taking 8 = —a, say, then from
equation (3.7), we obtain



(0.8cosx — 6sina + 1.5v)
1.44 x 107y

C= (m?)

This expression can become negative for a sufficiently large, which means that the model must be
examined more carefully since it is not possible for C to be negative! It is best to return to equation
(3.5) to analyse the situation. With 8 = —a, there are two cases to consider according to how fast you
move through the rain.

In the first case, for v <r sin q, it rains on your back and so

. wD | _
amount of rain collected = 5 (rsing — v)

This gives the total collection formula now as

IwD .
C = 14; [rd cos o + h(rsina — v)]

Putting in the data again, we get

0.8cosu+ 1.5(4sine — v) (m3jl (3.10)
1.44 % 103y
If you now increase your speed to 4 sin a, this expression is reduced to

C =

(0.8 cosa
1.44 = 10* x 4sin

which corresponds to the top rain amount only. Thus, if the rain is at an angle of 30° from the rear, you
should walk at 4 sin 30° =2 m s —1, in which case

0.8v3 .
2.88 x 10° x 2 (3.11)

= (.24 litre

Effectively this means that you are just keeping up with the rain. If the speed falls below 2 m s -1,
then the rain collected increases due to that falling on your back.

amount of rain collected =

In the second case, should you be unable to resist the temptation to run at a speed of more than 2 m s
-1, then you will be catching up with the rain. This is the case where v > r sin a and the contribution
from equation (3.5) is now

IwD

(v — rsing)
So the total amount of rain now collected is

IwD rdcoso + h(v —rsina)]  (m?)
.

C =

When v = 6 and o = 30,
C_ 0.5 % 1000(0.4y/3 + 6) )
o 7.2 10° % 6 (3.12)
= 0.77 litre

Box 5: Compare with reality




The results seem sensible and agree with what we might expect. In what way has this second detailed
model improved on the earlier? Here we have allowed for wind direction and investigated the various
cases more thoroughly. All the results for rain collection are less than the value of 2 litres obtained for
the initial model. Also the orders of magnitude are what we might expect. It is difficult to validate the
numerical results of the model, but the idea of ‘moving with the rain’ can be tried out in practice,
assuming that you do not mind getting wet. The overall conclusions from the model are as follows.

1. If the rain is driving towards you, then the strategy should be simply to run as fast as possible.
2.

If the rain is being blown from behind, then you should keep pace with the rain, which means moving
with a speed equal to the wind speed.

Note in passing here that the conclusions are given in simple everyday terms that are easily understood.
It is no good telling a non-mathematician to run atrsina (ms —1) .

Box 6: Write a report and present the results

We shall look at report writing and presentations in some detail in chapter 10. A sample report is given
there and it may then be beneficial to return to the rain problem to write up your account.

Summary

We have set out a structure for use in modelling assignments. The methodology will act as a guide
to help to make a start when considering a particular newly presented situation that seems
intractable. You must not become too encumbered by formal methods, however, since half the fun
in creating mathematical models is to try your own ideas. However, a balance is needed between
rushing in perhaps without adequate thought and being overcautious in trying to fit a rigid
methodology to every situation.

The important issues for a successful approach to mathematical modelling have been systematically
3.2 set out in section 3.3. It is advisable to refer to the items listed as you gradually gain in confidence
and experience.

For future reference, it is convenient to have a clear understanding of the terms used in a modelling
3.3 context. The brief discussion here in section 3.2 should help you to place the subsequent models
treated in the book in the correct context.



CHAPTER 4
Modelling Skills

Aims and objectives

In this chapter we outline some of the essential skills involved in developing models including listing
factors, making assumptions, translating into mathematics and keeping track of units.

4.1 Introduction

It would not be possible to write down a list of all the skills which may be needed in developing
mathematical models. They are many and varied: some of them may be described as intuitive, others
come from long experience and practice, and some could be described as just plain common sense. In
this chapter, we draw attention to some of the skills which are most commonly involved in modelling
and which can be developed by practising with examples such as those presented here.

4.2 Listing factors

In chapter 3, we saw that the second step in the modelling process requires us to list all the factors that
we can identify as being relevant to the problem. This may well be a long list and some of the factors
will usually be more important than others. In our first run through the modelling cycle, we try to keep
the model as simple as possible and this usually means reducing the list of factors to a manageable size.
To do this, we go through the list and throw out the least relevant factors, retaining only the more
important ones. We have to use our judgement plus whatever knowledge we have about the system that
we are trying to model, including possibly any data that happen to be available. We may well find later
that we have discarded some factors which ought to have been included. This will come to light at the
validation stage when we find that the model gives an inadequate representation of reality. (Of course,
this inadequency may be due to other reasons rather than to the omission of certain factors.)

On our next trip through the modelling cycle, we may well decide to include more factors, thereby
complicating but hopefully also improving the model.

Quite often the degree of importance of a particular factor cannot be judged at the outset but, when we
have developed our model and used it to produce an answer, we can investigate what effect that
particular factor has on the answer by varying the factor and noting what happens to the answer. This is
also known as sensitivity analysis and we shall return to it again in chapter 8.

The word ‘factor’ is quite general and includes a number of different entities. A factor may be
quantifiable, i.e. can be given a numerical value, or it may be a quality which can be named but not
measured numerically. A factor could also be simply a relationship between two other factors.
Quantifiable factors can normally be divided into variables, parameters and constants. Constants such
as the speed of light have fixed values. Parameters have constant values for a particular problem but
can change from problem to problem. For example, suppose that we are developing a model to solve a
problem which involves a fluid. It is very likely that the density of the fluid would appear in our model
and would thus be a parameter. We could use our model to predict what would happen if a fluid with a
different density were used by changing the value of this parameter.

Variables can be discrete (i.e. capable of taking only certain isolated values such as integers) or
continuous (i.e. capable of taking all values in a real interval). Variables can also be random or



deterministic. It is often useful to distinguish between variables (or parameters) which are inputs to a
model and those which are outputs from the model. In some cases, it will be possible, after working
through the model, to express the output variables in terms of the inputs by mathematical expressions.
In other cases the connection between outputs and inputs will have to be derived in the form of tables
of numerical values. The answer required from the model will usually be the behaviour of all or some
of the output variables or some value to be calculated from them.

In order to simplify the mathematics, it is normal to abbreviate the names of the variables and some
thought should be given to choosing a suitable notation. It is a good idea to use symbols which remind
us of the variables to which they refer, e.g. t for time, p for pressure and F for force. It is also sensible

to conform to common usage and to denote angles by Greek letters such as a, 3, y, 8 or ¢ and lengths
by X, y, z or 1. Keep symbols such as 1 and e for their usual mathematical meaning. When our model
involves several similar variables, an indexed notation suchas X 1,X2,X 3,...orA1,1,A1,2, ...
may be appropriate. When a model is implemented on a computer, it is wise to lengthen the variable
names — for example, use DIST for distance rather than just the single letter x. This helps to make the
computer program understandable especially if there are many variables.

Having listed our factors and rejected the least important ones, our next step is to think about the
relations between the factors, also bearing in mind the purpose of our model and its domain of validity.
It can be useful at this stage to form groups of closely related factors, i.e. to list the factors under a

number of headings. We can then try to formulate relationships between factors within a group before
we try to relate the groups. The form of the relationship between any two or more factors will first
emerge as a verbal statement which we must then translate into a mathematical statement. This step is
difficult to carry out and we look at some of the skills involved in the remaining sections of this
chapter.

Example 4.1
Problem statement

A water tank is supplied with water through a pipe from a distant reservoir. The reservoir receives its
water from rainfall and inflow from rivers. Water is also lost from the reservoir through seepage into
the soil and evaporation into the air. Water for domestic use is taken from the water tank through an
outlet pipe.

Objective

A model is required which will predict the depth of water in the tank at any time, given all the relevant
information (Figure 4.1).

Model

We could list some of the relevant factors as follows.
Capacity of reservoir.

Depth of water in reservoir.

Rainfall rate.

River inflow rate.

Evaporation.

Seepage.

Size of supply pipe from reservoir.



Flow rate through supply pipe.
Capacity of water tank.

Depth of water in the tank.

Size of outlet pipe from the tank.
Flow rate through tank outlet.

Some questions to ask at this stage are the following.

Evaporation Rainfall

Figure 4.1
1. Have we left out anything vital?

2. Have we defined our factors meaningfully and precisely, e.g. what do we mean by the ‘size’ of a
pipe?

In reply to question (a), we might add the difference in height between the reservoir and the tank as a

factor which ought to have been included and, in reply to question (b), we could say that the pipe

diameter is the relevant measurement although in the case of the supply pipe from the reservoir the pipe

length might also be relevant. In the case of the outlet pipe from the tank, we also need to know the
height of the outlet above the bottom of the tank.

One obvious way of grouping our factors would be as follows.
Factors concerning the reservoir.

Shape.

Capacity.

Water depth.

Rainfall rate.

River inflow rate.

Evaporation.

Seepage.

Factors concerning the connecting pipe.

Pipe diameter.



Pipe length.

Height difference between ends of pipe.
Flow rate in the pipe.

Factors concerning the tank.

Capacity.

Cross-sectional area.

Water depth.

Diameter of outlet pipe.

Height of outlet pipe above bottom of tank.
Flow rate through outlet.

If the purpose of the model is to predict the depth of water in the tank, then this is clearly going to be an
output variable. What are the input variables? Before we try to answer this question, we can make
things easier by firstly going through the factor list and identifying those factors which are either
constants or parameters. The reservoir capacity, the dimensions of the connecting pipe, the height
difference, the capacity of the water tank, the diameter of the outlet pipe and the height of the outlet
pipe above the bottom of the pipe are all parameters. The remaining factors are all variables.

The next step in distinguishing input variables and output variables is to look for relationships within
each group of factors. Can we see that some variables are direct consequences of other variables?
Which variables are clearly independent of any other variables?

In the group of factors concerning the reservoir, the rainfall rate and the river inflow rate are obviously
independent of the other variables. Are they independent of each other? Probably they are not because,
if there has been a lot of heavy rainfall, the rivers will be swollen while in dry conditions the river
inflow might dwindle to zero. Remember, however, that we should try to keep a model as simple as
possible unless it proves to be inadequate. In our case, it will help us to assume that the rainfall rate and
the river inflow rate are independent of each other. Their independence of any other variables means
that they are input variables to the model.

The evaporation and seepage obviously have something to do with the amount of water in the reservoir
at any moment although we could simplify matters by assuming them to be constants. More
realistically, the evaporation rate depends on the area of water surface in the reservoir, which can be
related to the depth of the water if we know the physical shape of the reservoir (we could model it as
part of a sphere for example). Both the evaporation and (to a lesser extent) the seepage will also be
affected by weather conditions, in particular the air temperature around the reservoir and the presence
of wind. However, we have not included the weather in our model and we could justify this by saying
that we have ‘averaged out’ the weather variations.

The depth of water in the reservoir is clearly a consequence of the flow of water into the reservoir and
the flow through the connecting pipe into the water tank. The water depth is therefore an output
variable from the model. If we decide to regard the seepage and evaporation as functions of the water
depth in the reservoir, then these will also be output variables from the model.

The depth of water in the tank clearly depends on the flow rates in and out of the tank and on its
dimensions and is therefore an output variable. The flow rate through the outlet is assumed to be
controlled by the domestic users. We have to know their needs before we can calculate the flow rate
through the outlet which is consequently an input variable for the model. We note that no outflow is



possible if the water depth in the tank falls below the level of the outlet pipe.

To complete our list of factors, we give each a symbol and also indicate its units of measurement (Table
4.1).

It may appear strange at first glance that the water outflow is classified as an input but remember that
we are referring to information inputs and outputs and we are assuming that information on the use of
the water is going to be available.

We are now in a position to formulate our model objectives in the standard ‘given—find’ form. It is
simply this: given the inputs and the parameter values, find the outputs. In more detail, the objective of
our model is to find the relationships between the outputs (seepage, evaporation, reservoir depth, tank
water depth and rate of flow in connecting pipe) and the inputs (river inflow, rainfall and domestic
water outflow) given the parameters (connecting pipe diameter and length, height difference, tank
capacity, outlet pipe diameter and height of outlet). This completes the first step in the modelling cycle
and we shall not continue further with this particular model.

Table 4.1
Description Tvpe Symbol Units
River inflow Input A m's !
Rainfall Input f m's !
Segpage Cutput 5 m's !
Evaporation Output a m's !
Reservoir depth Output iy m
Connecling pipe Parameter Dy m
diameter
Connecting pipe Output Fi m's !
flow rate
Height difference Parameter f m
Connecting pipe Parameter / m
length
Tank area Parameter A m*
Tank capacity Parameter V m’
Tank water depth Output d m
Outlet pipe diameter Parameter D m
Height of outlet Parameter ] m
OutMow Input F m's !
Exercises

Make a list of all the factors which might be relevant in helping to decide whether or not to install
"~ double glazing in an existing house.

The headmaster of a new school is trying to decide how long the lessons should be. Write down all
the factors that he may need to consider before making his decision.

What factors would you include in a mathematical model to help a shot putter to maximise the
" distance of his throw?

4.4 You are on the sixth floor of a tower block. How long do you expect to have to wait for a lift? What
information do you need before you can answer this question? How many floors would you walk



up or down rather than wait?

4.3 Making assumptions

To make progress with our model building, we must make some assumptions; in fact, keeping the
‘building’ metaphor in mind, if the factors are the building blocks, the assumptions provide the cement
with which to put the structure together. The ultimate success or failure of our model will very likely
depend on whether we make an apt choice of assumptions and this is where the expertise of an
experienced modeller becomes evident. Having said how important it is to make suitable assumptions,
we have to go on to admit that experience counts here, more than in any of the stages involved in
modelling, and it is unfortunately difficult to give general advice to beginners.

A variety of assumptions may be necessary, e.g. the following.
1. Assumptions about whether or not to include certain factors.

2. Assumptions about the relative sizes of terms or the relative magnitudes of the effects of various
factors.

3. Assumptions about the forms of relationships between variables.

Generally speaking, and especially when developing a new model for the first time, we try to choose
assumptions which keep the model as simple as possible. Always take care to write down your
assumptions clearly so that you are aware of them yourself and that later on when explaining your
model to others they will be able to see exactly what assumptions have been made. Look back at the
examples in chapter 2 and make a list of the assumptions which were made in each example. Do you
think that they are reasonable?

Try to note all the consequences of your assumptions. Wherever possible, test your assumptions against
data (see chapter 8). Beware of implicit assumptions which you may make without realising that you
have made them. In the previous section, we did not assume anything about friction in the pipes. By
leaving out pipe friction from the model, we did in fact assume that friction was negligible.

For models involving mechanics (there are some examples in chapter 6), we are helped by the fact that
there are well tried and tested assumptions and we can follow the example of previous modellers from
the time of Newton.

Closely allied with assumptions are modelling decisions which we usually have to make, the most
important of which are as follows.

1. What is the appropriate level of detail to include in our model? We always have to struggle
towards a compromise between the complexity of the real problem and the need to produce a
limited but useful model within the finite time and resources available to us.

2. Should we try an analytic model or a simulation model?
3. Should we model the variables as discrete or continuous?
4. Should we use a stochastic or a deterministic model?

While debating these questions, remember the purpose of your model and do not try to be too
ambitious.

4.4 Types of behaviour

When variables affect each other, the way that one variable behaves when another is varied is most



conveniently expressed in terms of a graph with one variable plotted on the horizontal axis and the
other on the vertical axis. We often think of the variable measured on the horizontal axis as the
independent variable and the other as the dependent variable. In many problems the independent
variable is time and we are looking at the time behaviour of our variables. Alternative ways of
describing the relationship between two variables is by a mathematical formula or a table. In
modelling, we often need to translate from one form to another. We can easily produce the graph
corresponding to a particular formula but finding a mathematical formula corresponding to a graph or a
table is not so easy and we look at ways of doing this in chapter 8.

In the case of input variables, we may have only a vague idea of how they behave, in which case we
assume the simplest mathematical forms which give the right kind of behaviour as far as we can judge.
Sometimes there

are some data to guide us and, if a substantial number of data are available, we can use the methods of
chapter 8 to fit an appropriate mathematical form.

It is particularly useful to consider the following questions. (We shall assume that t is the independent
variable and y is the dependent variable.)

1. What happens at large t ?
2. What happens at small t ?
3. Are there any values of t for which y has a local maximum or minimum?
4. Are there any values of t for which y = 0?
5

. Are we interested in all values of t or only a certain range, say t >0 ort 1 <t <t 2 for positive t
1,t27?

In the case of output variables, whether we present their behaviour in graphical, formula or tabular
form depends partly on personal preference and partly on how complicated our model is.

The following is a collection of simple types of behaviour which are very commonly used in
modelling. More complicated types can be built up by combining these simple forms together. The
letters a, b and w represent parameters taking real positive values and we assume that t starts at 0 and
takes real positive values only. Note that, apart from the linear case, the mathematical expressions
quoted are just the simplest forms showing that particular behaviour. Many other mathematical
expressions with a similar behaviour exist.

Linear (Figure 4.2)
y=yy+al

Attt =0, v = .
Growing without limit (Figure 4.3)

¥ = ypexplar)
v increases with  for all 1. At t =0, y = .

Increasing to a limit (Figure 4.4)



¥ = (1 — exp(—at))
At =0,y =0. At large 1, v approaches v, (because exp(—af) becomes
negligible).
Decaying to a limit (Figure 4.5)
V= vpexp(—at)+b
At =0, y = vy + b. v decreases for all 1. At large 1, v approaches b.
Simple maximum (Figure 4.6)
v = at — b*
v =0 when ¢t = 0 and when t = a/b. y has a local maximum at 1 = a/25b.

Maximum followed by tailing off (Figure 4.7)

¥ =arexp|—bt)
v =0 when r = 0. y becomes 0 for large r. y has a local maximum at ¢ = 1/b.
Oscillatory (Figure 4.8)

v =asin{mf)

y=0att=0and at r = nn/w, where n = 1, 2, 3, ... the period is 2n/m and
the amplitude is a.

Decaying oscillations (Figure 4.9)

v = aexp(—bt) sin{wi)

y =0att=0 and at t = n /@ where the period is 2rn/w. The amplitude decreases with increasing t. The
ratio of successive amplitudes is exp(—2 b W/w).
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Example 4.2

A culture of bacteria is growing rapidly. If its size now is 100 organisms and the population doubles in
size every 5 min, what expression could we use for the population size at time t ?

Solution

If we assume that y =y 0 exp( at ), then at t = 0 we have y =y 0 = 100. At t = 5, y = 200 = 100exp(5
a ). Therefore, a = 1/5 1n 2 = 0.139. So a possible model is y = 100exp(0.139 t ). Note that, as it stands,



this model implies that the population continues to grow without limit. In practice, limitations of space
and/or food supply will prevent this and we need to restrict the domain of validity of our model to some
finite interval of time.

Example 4.3

Suppose that we wish to model the daily average number of hours of sunshine at a particular location.
If we start measuring from the winter minimum when the average number of hours of sunshine is y min
and let t be the time in days from this point, then a suitable simple model might be

Y = Ymin + b Eiﬂ:[frﬂ:l
What values should we take for b and »?

Solution

The period of sin 2 (o t )(which = [1 — cos2w t ]) is /@ = 365 days; so w = /365 = 0.0086. If y max is
the value at the summer peak, this occurs when o t = /2, i.e. when

V= Vmax = Vmin + D. S0 b = ¥y — Vmin and the model is (Figure 4.10)

Y = ¥Ymin + '[,Vmax — ¥min) Sinz{ﬂ.ﬂmff}!}.

yll'l'rJ.Z‘l.

Fmin

Figure 4.10
Example 4.4

In many situations, if the price of an article is increased, the number of articles bought decreases. A
simple model for this kind of behaviour is y = y 0 — ap, where y is the number of articles sold when the
price is p. What values should we take for y 0 and a ?

Solution

When the price is increased by one unit, a is the decrease in y. y 0 is the number theoretically sold
when p = 0, i.e. when the articles are given away free! This is somewhat artificial and a better idea
would be to take two points, i.e. to estimate the numbers that would be sold at two different prices p 1
and p 2 . Suppose that we estimate thesetobey landy2.Theny1=y0O-aplandy2=y0—-ap2;



soy2=(yl-y2)a(pl-p2)andthe model is
Yi— ¥

NP B RN
Yl =) P

An appropriate domain of validity for the model would be the interval p 1 <p < p 2. The model could
be used for p values outside this range but only at the user's risk.

Exercises

Which of the following expressions
1. are increasing for all x,
2. are very large for small x,
3. become very small at very large x and

4. are unbounded for large x ?

1. ¥ +3
2. 1-exp(—x)
3. xexp(—x)
4.5
|
4, 1+ x?
1
5. | +expx
_
6. | +exp(—x)
expx
7. X%
1 + exp(—x)
g, | —exp(—x]

4.6 Do the following expressions increase or decrease
1. as a increases,

2. as b increases and



3. as c increases?

o
1. L+b/e

b b
—— _I_ —
2.« a
ahe
3. a+be

Discuss the effects of changing the parameters a, b and c in the following expressions.
4.7 1. a+bexp(—cx)

2. ¢ +ax exp(- bx)

4.5 Translating into mathematics

Care must be taken when selecting an appropriate mathematical form corresponding to a verbal
statement concerning variables. For example, if one variable y is stated to be directly proportional to
another variable x (sometimes symbolised as y a x ), the appropriate mathematical expression to
represent the relationship is y = kx, where k is the constant of proportionality. The appropriate value of
k can be derived if some sample data of x and y values are available.

If y is proportional to x 1 and proportional to x 2 , then the appropriate form could be y = kx 1 x 2.
Note that this implies that y is doubled whenever x 1 or x 2 is doubled for example, which would not be
the case for an expression such asy =k 1 x 1 + k 2 x 2. The second form would be appropriate for a
situation such as  y is increased by an amount k 1 for every unit increase in x 1 and by an amount k 2
for every unit increase in x 2 . We came across a situation such as this in Example 2.4 in chapter 2.

The statement ‘ y decreases as x increases’ could be interpreted as a linear relationshipy =y 0 —ax (a
> 0) or as inverse proportion y = k/x. We would need either to obtain more information about the actual
relationship between x and y or to make our own assumptions about which form is more appropriate or
whether some other form should be used.

Example 4.5

Suppose than an ice-cream seller at a summer fair guesses that the amount A of ice cream that he will
sell is going to be

1. proportional to the number n of people who come to the fair,
2. proportional to the temperature excess over 15°C and
3. inversely proportional to the selling price p.

What would be an appropriate model for A ?

Solution

These assumptions would lead to a model of the form A = kn ( T — 15)/ p, where T is the actual
temperature in degrees Celsius. Note that the model is valid for T > 15.



Exercises
A variable w is related to two other variables x and y in such a way that w is proportional to x and
also proportional to y. Which of the following correctly expresses the relationship?

= n
4.8 1. w=a(x+y), aconstant.

2. w = ax + by, a and b constants.
3. w = axy, a constant.
A variable y depends on two other variables w and z. The following facts are known.
1. When w increases, y decreases.
2. When z increases, y also increases.
3. When w and z are both zero, y is also zero.

Which of the following models are consistent with facts (i), (ii) and (iii)?

4.9
1. y =aw + bz, a and b constants > 0.

2. y=bz —aw + ¢, a, b and c constants > 0.

3 V= "1_: ¢ constant = ().

4. y = cwz, ¢ constant > 0.
5. y = az — bw, a and b constants > 0.

When a fluid flows through a pipe, the frictional force F between the pipe wall and the fluid is
assumed to be proportional to the length L of the pipe and the square of the fluid speed U. It is also

4.10 assumed to be inversely proportional to the diameter D of the pipe. Write down an expression for
F in terms of L, U and D and involving a constant k. What are the dimensions of k ? In what units
would k be measured?

4.6 Choosing mathematical functions

Consider the following common situations from everyday life.

Case 1 It rains suddenly for 20 min, the rain increasing in intensity before stopping.

Case 2 You are selling ice cream on a hot day; demand is at its greatest when the temperature is highest.

Case 3 You need helpers for the youth club jumble sale on Saturday morning; sales pressure is at its
greatest immediately you open for business.

In all three cases, we can see that the effects represented are probably not constant throughout the
events. If these phenomena occur as constituent parts of larger mathematical models, then we shall



have to speculate on the behaviour of each before inserting the mathematical representation into our
model. For example, the selling of ice cream could be investigated from the profit and loss point of
view over a long period. Rainfall rates will contribute to models on reservoir collection, drainage
problems and so on.

The common feature of the three situations above is that within each there is a rate of change in some
quantity which is not constant over a period of time. Also in each case, the accumulated totals of the
quantities are probably known, i.e. in Case 1 we can measure the total amount of rain collected in 20
min, in Case 2 we have a rough idea of how much ice cream can be sold per day, and in Case 3 we can
count, or estimate from past experience, how many people will come to the jumble sale. Therefore, if
the ‘quantity’ is denoted by Q, and time is denoted by t, then we have, from calculus, the relation

end
dQ(t)dr = Q(end) — Q(start)
SLart
From the modelling point of view, it is the form d Q /d t = Q '( t ) that is of most interest. In section 4.4,
we have shown how the behaviour of certain mathematical functions can be represented. Now we shall
build on that work by looking at various possibilities for representing the three situations outlined
above.

Case 1

1
Suppose that, after 20 min of heavy rain, 2 in of rain has fallen. You immediately think of rain falling
over an area, but weather centres prefer to use the height measurement only. Our objective is to model
the rate of rainfall by a suitable function R '( t ), and there are of course many possible choices.

1. Steady continuous rain at a constant rate. This is shown in Figure 4.11.

2. It could start to rain slowly before picking up to a maximum and then subsiding again, over the

20 min period, with the total amount collected remaining at Z in. If a steady linear increase in
the rate is taken followed by a similar decrease, then we arrive at Figure 4.12. Now the

maximum rainfall rate is 0.05 in min —1 so that we still get a total of 7 in collected (check the
area under the graph).

Figure 4.11

There is no need to stop at the situation modelled by (b), particularly if the rain is more or less steady
apart from the start and finish. Suppose that the rate increases steadily for 2 min and then remains
constant for the next 16 min before decreasing again until it stops after 20 min. This is represented in
Figure 4.13. The maximum rainfall rate would then be approximately 0.028 in min—1. (How did we get
that figure?)

Now, as a constituent part of some larger model, perhaps resulting in a differential equation, it is the
functional form of R '( t ) that is needed.

For (a), we have

. 1
Ri(t) =— 0<1<20
(1) 20° < |

For (b) we have the functional form given by two separate linear forms, each holding over different
ranges of time t:



R(f) — 0.005¢, 0<t<10
L 0.1 —0.005;, 10< 1< 20
Note that the two formulae agree at t = 10 (otherwise we would have a discontinuous function).

For (c) we have the functional form given by three separate parts, each holding over different ranges of
t values:

0.01389¢, 0D<r<2
R'(1) = {H.IJETTE. 2<t< 18
0.278 — 0.01389¢, 18 <1 <20

(Note that we may not need all the decimal places.)
R'(1)

&

005 = == = =

0 20

Figure 4.12



R'(t)

0.028 — —

Bifr —m = = = — —— — —

0

Figure 4.13

Again, check that these forms match up at the change-over points t = 2 and t = 18; so there are no
breaks. It is quite common in modelling to find that a function is best represented by a formula made up
from different forms in different parts of the range as in this example. Do not think that one single
formula covering the whole range has to be found (although this is very convenient if it can be done).

Case 2

For the ice-cream sales, much the same set of mathematical functions could be used. However, it is
more likely here that sales will build up to a peak in the middle of the day and then subside again, in a
‘smoother’ way. Note that we are modelling the amount of ice cream sold as a continuous variable
although it is sold in discrete lumps and is therefore a discrete variable. We assume that the
approximation is sufficiently accurate for the purpose of the model. The amount of rain collected at any
time is of course very accurately represented as a continuous variable.

Suppose data are given that 1000 ice-cream cones are sold on a hot day. The kiosk is open for 8 h
continuously from 10.00 am until 6.00 pm. Let I(t) represent the number of ice-cream cones sold up to
time t measured in hours with t = 10 corresponding to 10.00 am. To model the gradual rise in sales, we
are interested first in selecting a suitable function for the rate I '( t ) of sales. One possible selection is
based on the use of the sine function.

From our knowledge of the behaviour of the sine function given in section 4.4, we select I '(t ) = a sin
(o t) which has a period 2n/w and amplitude a. A moment's thought tells us that this is inadequate since
sin(w t ) will take up negative values for certain t values. A better choice will be provided by I '(t) =a
sin 2 (w t ), but t has to be scaled to run from 10:00 to 18:00 h and we want I " and I to be zero at each
end value of t. The required form of behaviour is shown in Figure 4.14.

Note that we do not choose a quadratic curve (shown as a broken curve in the figure) because it has
steep slopes at the end points. After some thought, we decide on



') - {usinz(w) 10 <<18
W] otherwise

(Check that this satisfies the required conditions.)

We now need to calculate the parameter a so that the total sales over the whole day amount to 1000
cones. This is easily done by integration

I'{f)

Iy

10.00 14.00 18.00
Figure 4.14
I8 r
. A =10
f asm‘(u)dr = 1000
1) 8
i.e.

4 it — 100\ 1"
£ — 2 sin (L]) — 4a — 1000
n 8 J1n

a " 2n(r — 10) B
E.lu {l—cos(—s )}dr_

So finally our model is

I'(1) = 250 sin’ (—”':’ = mj’)

[ ] =1

This means that at the height of the day at 2.00 pm we are selling at the rate of 250 cones every hour,
i.e. four cones every minute.

Case 3

The jumble sale problem is somewhat different. This time we are given that 500 customers are
expected; many of them will be waiting for the doors to open at the start. Suppose that the sale runs



from 10.00 am until 12.00 noon. We shall need most helpers at the start to deal with the rush. Later, as
many of the most sought-after items have been sold, demand will slacken off. Suppose that we are

interested in the rate of entry of customers. Denote this by Q '( t ) where t is the time in hours. Then
again, as we know the total to be 500, there is the relation

/ O'(1)dt = 500 4.1)

In Figure 4.15, we speculate on the inflow. We have indicated that Q '( t ) is very high at the start,
remains constant for the rest of the first hour and then decreases steadily to zero at the end.

As before, Q '(t) requires more than one equation for its specification:

363.6(1 — 10), 10,00 < ¢ < 10.15
Q'(1) = ¢ 363.6, 10,15 < ¢ < 11.00
363.6(12-5), 1100 < < 12.00

The factor 363.6 is calculated from equation (4.1) above. Modelling is an activity where we want to
represent trends and relations between quantities, and usually at this stage we do not want a parameter
quoted to several decimal places. This means that the slightly clumsy value of 363.6 might well be
replaced by 360.0, even though the customer total would then be not quite equal to 500. We do not
have to use the form of Q '( t) just derived. You may wish to model the form in Figure 4.16.

art)
i

36361 —

10,00 10415 11.00 12.00

Figure 4.15



Q'

10.00 12.00

Figure 4.16

This form suggests a mathematical representation at exp(— bt ). There are now two parameters to fix.
We have the tailing off that we want, but we have to realise that Q ' will never actually reach zero as t
increases in this model. This alternative is left for you to finish, not forgetting that the time range is
10.00 <t < 12.00 and also that the integral relation holds:

12
500 = / alt — 10)exp[—=b(t — 10)]ds

10

Exercises

4.12

The air temperature just above the ground at a particular point on the Earth often varies in a
periodic manner over a 24 h cycle. The daily mean value also varies with the seasons, i.e. over an
annual cycle. If the time t is measured in hours what would be an appropriate mathematical model
for the temperature as a function of t ?

In Example 2.4 (‘price war’), we assumed that the sales of both petrol stations would increase if
they dropped their prices, or in other words the total petrol sales in their area would increase.
Suppose instead that the local sales volume is constant so that the two garages are competing for
larger shares of the same market. Suppose also

that each garage's daily sales figure is inversely proportional to the price at which they sell. Obtain
mathematical expressions for each garage's daily sales in terms of their selling prices x and y.

For a certain type of tree the rate of growth is slow in winter and greatest during the summer
months. The rate of growth also lessens every year from a maximum in the first year until there is
virtually no growth at all after 10 years. What would be a suitable mathematical model for the rate
of growth?



4.7 Relative sizes of terms

A model will often combine together a large number of variables, some with more effect than others on
the final result. There is no point in including in the model more variables than are necessary to give an
answer with the required amount of accuracy. If a particular variable makes an insignificant
contribution to the answer when compared with the contributions of other variables, then it makes
sense to abandon that variable especially if this simplifies the model. The same principles apply to
expressions and equations which appear in the model. If an expression or equation involves a number
of terms, it is often instructive to calculate roughly the relative sizes of the terms. Dropping the least
significant terms will often simplify the mathematics considerably with no serious effect on the
accuracy of the model.

Suppose that a variable x is known to have a value around 10. We use the notation x ™~ O (10) to mean °
x is of the order of 10’ or ¢ x is in tens rather than in hundreds’. We have 1/ x =x -1 ~ O(10 —1 ) and x
2 ™ 0O(10 2 ) so that in the expression y = 1/ x + x 2 we have a sum of two terms whose magnitudes are
O(10 —1 ) and O(10 2 ). The second term is three orders of magnitude (a factor of 10 3 ) larger than the
first; so, if we replace the original expression by y = x 2 , the relative error that we are making (see
section 8.4) should be about 10 —3 . For example, suppose that x = 8; then 1/ x + x 2 = 64.125, while x
2 = 64 and the relative error is 0.125/64 = 0.002. If the original expression had been

-"II .1 I 2
V= \P:-i—n cxp(;-i—.u )

we could replace it by the considerably simpler version
¥ = xexp(x’)
without much loss of accuracy.

In experiments containing several variables and parameters, we must evaluate the order of magnitude
of each term. Generally the approximation that we get depends on which variable is smallest and it is
sometimes useful to indicate this using a notation such as ( x small). For example, if

z=14x7 +x°
then we can say that
z=1+ .1-_1':{.1: small)
and

z =1+ x*(y small)

In each case we have dropped squares (and higher powers if there had been any) of the variables
concerned. Consequently what we have obtained are referred to as ‘first-order approximations’.
Second-order approximations are obtained by dropping powers higher than second. In the above
example, if both x and y are small, then

z = I{x and y small)
is the first-order approximation and

z =1+ x*(x and y small)



is the second-order approximation for z.

Series expansions such as Maclaurin series are useful for obtaining low-order approximations. For
example, if

B 1
Cl4x

¥ =(l+x) ' =T-x+2 4.,

we can write
vy=1-x

to first order in x. Similarly, if

)8 | a + al +
¥V =C08 X = — — — PR
! 2 24
then
x°
y=1- 5 (x small)

This is a second-order aproximation.

Example 4.6
If
_exp(—x)
I —x

we can write

y=1(1- x)! exp(—x)

—{1+x+x3+...‘;(l —.r—|—%+..,)

x?
=3 +?{x small)

Example 4.7
If

-, 17
v =1+ asin(wx) + a“®” cos(mx)

then

1 . 1,
y=1+almx— Emﬁ.\j + ...+ azfug[l — Em"‘rg +...)

So



v =1 + d*w’ + awx(x small)

v =1+ asin{wx)(a small)
and

v =1+ amx(em small)

Exercises

In the following questions the parameters a, b and ¢ have the values a = 0.1, b = 0.01, c = 0.001 and the
variable x can be assumed to lie in the interval [1, 10].

Identify the smallest and the largest terms in each of the following expressions.

4.14 X d
—+—+c
X

? + bx* + ab

4.15 Simplify the following expressions by rejecting the smallest term in each. 4.16 Simplify the
following by rejecting all terms of order 10—n with n > 2. 4.17 Simplify the following as far as possible
by retaining only the largest terms.

4.8 Units

There are several different systems of units which have been used in the past and unfortunately are still
in use today. We therefore need to be clear about which particular system we are using and keep to it
consistently. It will often be necessary to convert from one system to another. We may find that the data
we need are in the ‘wrong’ units and we need to know the relevant conversion factors. Most of the
examples in chapter 2 involved units (Examples 2.4, 2.6 and 2.11) and some (Example 2.3) involved a
mixture of units.

The recommended scientific system of units is the SI system (short for Systéme International d'Unités).
This has seven basic units with accepted symbols as shown in Table 4.2.

Table 4.2
Quantity Unit Symbol
Length metre m
Mass kilogram ke
Time second
Electric current ampere A
Temperature kelvin K
Luminous intensity candela cd
Amount of substance mole mol

There are also other commonly used units which are combinations of some of these and have been
given their own names and symbols — see Table 4.3.



Table 4.3

Quantity Unit Syvmbol

Force newton N(kgms %)

Energy Joule J(kgm® s 2

Power waltt W (Js ' orkgm’s?
Frequency hertz Hz (s ')

Pressure pascal Pa(Nm*or kegm ' s 9

Note the use of both positive and negative indices where a combination of units is involved. Speed, for
example, is measured in metres per second which in this book is abbreviated to m s —1 (the alternative
m/s is sometimes used in other work). Similarly, for acceleration (which is measured in metres per
second per second), we use m s —2 rather than m/s 2 (m/s/s should not be used at all).

There are a number of non-SI units which are in common use by scientists and engineers. The main
ones are as shown in Table 4.4.

In the real world, there is such a wide range of sizes for all sorts of quantities, it is inevitable that the
seven basic SI units are inadequate in their basic form. So we use special symbols for large and small
multiples of the basic units. These are based on powers of 10 and the names and symbols shown in

Table 4.5 are the prefixes most commonly used.

Table 4.4

Quantity Unit Symbaol

Area hectare ha (= 108 m*)
Volume litre 1i=10"*m"
Volume millilitre ml (= 10°% m?)
Temperature degree Celsius C0C = 273K)
Mass gram gi=10"kg)

Mass tonne t(=10"kg)

Energy kilowatt hour KW I (= 3.6 = 10°])
Energy electronvolt eVi=1.6x101])
Energy calorie cal (= 41868 1)
Pressure bar bar (= 10° Pa)
Pressure atmosphere atm (== 1.013 = 10° Pa)
Table 4.5

Multiplication factor Prefix Svmbol

10" tera T

107 giga G

10° mega M

10 kilo k

102 centi C

10~ milli m

10-° micro I

10 nano n




For example, the power output of a generator will often be measured in megawatts (MW), building
measurements are often in millimetres (mm) and computer operating times are in nanoseconds (ns).

Angles are measured in radians (symbol, rad). 1 rad is the angle between two radii of a circle which cut
off on the circumference an arc equal to the radius. In three dimensions, solid angles are measured in
steradians (symbol, sr). Other units for angles are the degree (symbol, °) which equals n / 180 rad, the
minute of arc (symbol, ") which is (1/60)° or /10 800 rad, and the second of arc (symbol, ") which is
(1/60)" or m/648 000 rad. Conversely, 1 rad = 57.295°.

Another system of units which is still in use is the British or foot—pound—second (fps) system. The
main units and their conversion factors are given in Table 4.6. (Use reciprocals to convert the other
way.)

The continuing use of the Fahrenheit scale of temperature can be a nuisance. To convert from °F to °C
use °C = 5(°F — 32)/9; conversely, °F =9 x °C/5 + 32.

Table 4.6

fps unit S1 equivalent

inch (in) 0.0254m

foot (ft) 03048 m

mile (5280 ft) (5 miles = 8 km) 1.600 344 « 10Fm
nautical mile (HOR0 ft) 1.853184 = 1P m
acre 4.046 856 = 10° m*(= 0.4 ha)
square foot (ft®) 9290304 = 10 *m?
cubic foot () 2831685 = 10 2 m’
Muid ounce (fl oz) 2.841 306 < 10 m’
pint (pt) 5682613 = 10 4m?

gallon (gal)

4.54609 = 10 *m’

ounce (0z) 2834952 % 10 * kg
pound (Ib}) 0.45350237 kg
hundredweight (cwt) S0.802 345 ke
ton (2240 1b) 1016047 = 107 kg
pound per cubic foot (Ib ft ) 16.018463kg m *
mile per hour (mile h ! (sometimes mph)) 044704 m 5!
pound-force per square inch (Ibfin * 6.894 757 = 10" Pa
(sometimes psi))
British thermal unit ( Btu) 1.05506 = 10* )
therm (10° Btu) 1.05506 = 10% ]
horsepower (hp) 7457 < 10 W

Note that the above tables show the recommended usage regarding abbreviations and symbols but it
would be misleading to pretend that these are strictly adhered to in real life. In modelling, we can
expect to come across data measured in a variety of units often mixed up together as well as different
abbreviations and symbols for the same units. It is common, for example, to see in and ins for inches
and s or sec or secs for seconds. ISO recommendations have been used in this book, i.e. in for inches,
and s for seconds.

Example 4.8

A girl who has a mass of 8 stones eats a 50 g bar of chocolate. The energy content of the chocolate is
4700 kcal kg —1 . Assuming that her digestive system is able to convert all the chocolate bar's energy



into usable mechanical energy, would the chocolate give her the energy required to climb up a 1000 ft
hill?

Solution

First let us calculate the energy content of the chocolate. This is 0.05 x 4700 x 4.1868 kJ = 984 kJ.
Note that the energy content of foods are usually measured in kilocalories but the prefix kilo is very
often dropped and the units are loosely referred to as ‘Calories’. The average person's daily intake is
from 2000 to 4000 kcal. The energy used up in climbing the hill is not easy to assess. Some will be
used in overcoming friction (converted into heat energy) but we can assume that the largest part will go
into the increase in gravitational potential energy which is given by mass x g x height = (8 x 14 x
0.4536) x 9.807 x (1000 x 0.3048) J = 151.9 kJ. We conclude that the chocolate gives ample energy
for the climb.

Exercises

A man is walking along a road at a speed of 4 miles h —1 . Calculate his speed in metres per
second (ms —1).

Alternative units of force which are sometimes used are the poundal (symbol, pdl) (defined as the
force which gives a 1 b mass an acceleration of 1 ft s =2 ) and the dyne (symbol, dyn) (defined as
the force which gives a 1 g mass an acceleration of 1 cm s —2 ). Calculate the number of poundals
equivalent to 1 N and the number of dynes equivalent to 1 pdl.

4.19

420 In a high-pressure gas flow, the flow rate is sometimes quoted in ‘millions of cubic feet per day’
""" and at other times in ‘cubic metres per second’. Calculate the conversion factors.

One athletics track has a perimeter of 400 m while another has a perimeter of 440 yd. Which is
" longer?

Calculate the Earth's rotational speed in radians per second (rad s —1 ) and its speed in orbit (mph)
""" taking our mean distance from the sun to be 93 million miles.

4.9 Dimensions

In mechanics, all quantities can be expressed in terms of the fundamental quantities mass, length and
time, denoted by the symbols M, L and T. Any other physical quantity will be a combination of these
three and the particular combination is referred to as the ‘dimensions’ of that physical quantity. For
example, the dimensions of area are L 2 and the dimensions of density are ML —3 (or M/L 3 ). Note
that dimensions are independent of the units used. For example, speed has dimensions LT —1 (or L/T)
but could be measured in miles

per hour or metres per second. It is convenient to use square brackets [ ] to denote ‘the dimensions
of ...” so that

larea] = L
[speed] = LT
density] = ML™°

Note that some quantities are dimensionless, in other words pure numbers, e.g. [angle] = LL -1 = L°.
From Newton's second law of motion, force = mass x acceleration; so the dimensions of force are MLT



—2 and the (abbreviated) SI units for force are kg m s —2 (defined to be 1 N). In ordinary conversation,
it is very common to use ‘mass’ and ‘weight’ as equivalent terms but do not confuse the two. The
weight of an object is the force exerted on it by the Earth's gravitational field. It is an experimental fact
that, near the Earth's surface, all bodies in free fall accelerate at the constant rate of g = 9.806 65m s —2
or 32.174 ft s —2 . Consequently the weight of a mass of m kg is mg N. It may be helpful to think of a
force of 1 N as the weight of a fairly large apple (mass of about 0.1 kg).

Any sensible equation must be dimensionally consistent, i.e. [left-hand side] = [right-hand side]. It is a
good idea to carry out this check on all the equations appearing in a model. Modelling errors can often
reveal themselves in this way. Note that any constants appearing in our equations can be dimensionless
(i.e. pure numbers) or can have dimensions. For example, suppose that we are modelling the force on a
moving object due to air resistance. If we assume the magnitude of the force F is proportional to the
square of the speed v, this leads to a model of the form F = kv 2 . Checking the dimensions of this
equation, we have [ F ] =[kv 2 ], i.e.

MLT 2 = [K][LT '] = k]L*T >

For consistency, we require [ k ] = ML —1 and k will be measured in kg m -1 .

Note that if expressions involving exp( at ) or sin( at ) appear in our model, where t stands for time, the
parameter a must have dimensions T —1 so that at is a dimensionless number.

If an equation involves a derivative, the dimensions of the derivative are given by the ratio of the
dimensions.

For example, if p is the pressure in a fluid at any point, the pressure gradient in the direction of z is d
p/d z and

dp 7] ML~'T? 22
[d:] e 3 =ML -T

Similarly, for partial derivatives,

Fﬁ} bl ML T T — ML T
[1]

at T
and

l*f‘:"i] SR L.
ax- [1,'-]— <

4.10 Dimensional analysis

This is a method of using the fact that the dimensions of each term in an equation must be the same to
suggest a relationship between the physical quantities involved. This will not give the exact form of a
function but is still useful. Suppose that we are trying to develop a model which will predict the period
of a swinging pendulum. A list of the factors involved might include the length 1, the mass m, the
acceleration g due to gravity, the amplitude 8, air resistance R and the rotation of the Earth. If we
restrict this list to the first four factors, we can assume that the period t is given by some function of the
four factors. Assume thatt =kl am b g ¢ 0 d ], where a, b, ¢, d and k are real numbers. Considering
dimensions, we have



1] = [kl“m"g 6]
and so

T = L"M"(LT %)

( k and 8 are dimensionless). Equating powers of M, L and T on both sides, we must have

a+c=10, b=0 and —2¢c=1
This gives

(= ki'/2g 12
In this expression, d could take any value and we could sum terms of this form to arrive at t = f (8) 1 1/2

g —1/2 . We have to find f (8) some other way. For small 6, of course, f (8) is approximately constant
with value 2m.

If we also include the force R due to air resistance, our model becomes
1= ki*m"e 0 R
and so
MILYT! = L“M*(LT 2]l"[l"n.*[LT 2y
— Mh—eLn+c-+vT—2:-—2v

We require

b4+e=10
a+c+e=10
and

—2c—2e=1, anyd

We now have three equations with four unknowns. We could write any three of them in terms of the
fourth. Suppose that we write everything in terms of b. We have

e = —=h
1
c-=—.‘)—§
|
==
2
So

[ — k!”":z.iﬂ‘hgh ]I."ER .r:!rjl:n"

)

which generalises to
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for some function f 1.

Returning to the three equations with four unknowns, if we express all the parameters in terms of c, we
have

€= —4:'—5
1
ﬂ—i
1
b=c+4=
)
giving

— IE"l_lp|l."2|”:f+|_.".2g,n:'f-_l\;n"R—{‘—”E

or

(%) (0. %)

for some function f 2 .

In both of these expressions for t, we have a time factor multiplied by a function of the two
dimensionless quantities, 6 and mg/ R. The time factors are ( 1/g ) 1/2 and ( ml/R ) 1/2 . The first of
these gives a time scale associated with the period of oscillation and the second gives a time scale
associated with the damping due to air resistance. The quantity mg/R is a dimensionless combination of
physical quantities and is an example of a dimensionless group. This is a useful concept in modelling
physical systems. In fluid mechanics a very useful dimensionless group is the Reynolds number ( Re )
= p ul /p, where 1 is a characteristic length in the problem (e.g. the diameter of a pipe), p is the density
of the fluid, p is its viscosity and u is the fluid speed.

Example 4.9

The pressure p at a depth h below the surface of a fluid of density p is given by p = p gh, where g is the
acceleration due to gravity. We can check that this equation is dimensionally correct as follows:

force MLT 2
pl= [are-d} T
[p] = ML
¢] = [acceleration] = LT~

~ ML T

and

h =L

s, [Pgh] = MLLT L = ML™'T"?

as required.



Example 4.10
The fluid viscosity p is defined by the relation force per unit area = p x velocity gradient in the
direction perpendicular to the area. If we take the dimensions of both sides of this relation, we have
MLT?  [u(LT ")

L> L

So

w =ML'T!

and p is measured in kilograms per metre per second (kg m —1 s —1 ). The dimensions of (Re ) =pul/

H are

(ML) (LT "L
ML-'T-!

[RL’) — — h_.][lLi}Tl:]
i.e. (Re) is a dimensionless group as previously stated.

Example 4.11

When a particle falls under gravity in a viscous fluid, the drag that it experiences counteracts the
acceleration due to gravity and after a while the particle's speed stops increasing. When this happens,
we say that it has reached its ‘terminal speed’. For a finite spherical particle, it is reasonable to suppose
that the terminal speed v depends on the particle's diameter D, the viscosity p of the fluid and the
acceleration g due to gravity. Suppose also that v is directly proportional to the difference between the
density p 1 of the particle and the density p 2 of the fluid. We assume that v=kDa(pl1-p2)ubgc.

Taking dimensions of both sides, we have

LT ! = [k]LY(ML ML 'T "Y(LT %)
— [;\__] M 1 +-'?L<J —3—h+¢ T—."J—Er'

If k is a dimensionless number, then

1+h=10
a—3—b+c=1

and
—bh = 2c=—1
Sob=-1,c=1, a=2 and our model is
kipy — p>)D’g
u

Theoretical analysis using the laws of hydrodynamics leads to v=(p 1 —p 2 ) D 2 g /18y, an
expression known as ‘Stokes’ drag’. This clearly fits with our expression obtained from simple
dimensional considerations.

Exercises

4.23 Newton's gravitational law states that F=Gm 1 m 2 /r 2, where F is the magnitude of the



gravitational force of attraction between two masses m 1 and m 2 separated by a distance r. What
are the units of the gravitational constant G ?

In a compressible fluid, the bulk modulus K is defined as

—(change in pressure)/(change in volume)

424 K =
volume

What are the dimensions of K ?

Which of the following equations contain an error and which are dimensionally correct?
1 v = u® + 2gz

_plu
2 P72
4.25

A %pul = —mgz

p is a pressure, p is a density, u and v are velocities, F is a force, m is a mass, A is an area, and z
and | are lengths.

The following models are meant to predict the volume flow rate Q of fluid through a small hole in
the side of a large tank filled with fluid to a height H above the hole. Which one is dimensionally
correct?

, 0=Ay2%gH
2 Q= H\2Ag

A is the cross-sectional area of the hole and g is the acceleration due to gravity.

4.27 Check that the equation



dp pu —0

: 7
dr r°
is dimensionally correct, where p is pressure, p is density and u is velocity.

The velocity u of propagation of deep ocean waves is a function of the wavelength A, acceleration
4.28 g due to gravity and density p of the liquid. By assuming thatu=kAagb p c, where k is a
dimensionless constant, find the relationship between u, A, g and p.

Summary

In this chapter, we have looked briefly at some of the more important skills involved in mathematical
modelling. It should not be regarded as a complete list but as an introductory guide.

Early on in the modelling process, we need to make a list of factors. These include variables,
parameters and constants, some of which can be linked together in groups. It is probably a good
idea to make the list longer than necessary to begin with, just to be sure that you have thought of

"~ everything. Go through your list, crossing out factors which you think have only a marginal
relevance to the problem. Remember that your first model should be as simple as possible. Try to
identify inputs and outputs. Devise a suitable notation and keep track of the units.

4.2 Think carefully about your assumptions and try to make a complete and accurate list.

Try to identify which variables affect each other and how the relationship can be represented
" mathematically.

Care is needed when translating verbal statements into mathematical equations. The verbal
4.4 statements are often vague so that there are a number of mathematical options. Choose simple
forms in preference to complicated ones.

Compare the relative sizes of the terms appearing in your equations (using data if necessary). This
4.5 can lead to simplifications without loss of accuracy and also helps to pinpoint areas where more

detail is required.

Reduce the number of parameters if you can. This ultimately decreases the amount of computation
"~ required.

All variables apart from those which are pure numbers are measured in certain units. It is vital to
keep note of these units

47 1. when collecting data,
2. when making your list of factors for your model and

3. when testing your model against data.

The preferred system of units is the SI system but you may need to convert from and to non-SI



units in any particular application.

48 Any physical quantity has a dimension which is a product of powers of the basic dimensions M, L
and T. Check that all the equations in your model are dimensionally consistent.

Dimensional analysis can help in developing models. It shows how certain variables must be
grouped together.

Dimensionless groups of variables are often useful in physical models. In particular, they give an
indication of the relative importance of various physical influences.



CHAPTER 5
Using Difference Equations

Aims and objectives

In this chapter we discuss models in which variables are represented as mathematical functions of an
integer n indicating how many time intervals have passed. Assumptions have to be made about the
changes that occur in each time step and the resulting models involve difference equations.

5.1 Introduction

One of the main points of modelling is to predict the future development of a system. A model of the
economy, for example, can be used to predict future trends and so provide a basis for policy decisions.
Any such model relies on assuming that the rate of change of a variable X is linked to or caused by:

(1) the present value of X

and\or (2) previous values of X

and\or (3) values of other variables

and\or (4) the rate of change of other variables
and\or (5) the time, t.

The relationship that we want to model is the one that describes how X itself varies with time t. There
are two very different ways of modelling such a relationship.

1. We could think of X ('t ) as a continuous function of continuous time t. In this case the graph of
X against t would show some continuous curve and our modelling objective would be to write
an explicit formula for X ( t ) in terms of t. The way in which X changes with time can in this
case be described by a differential equation. We discuss such models in chapter 6.

2. We could think about values of X only at particular points in time, for example at intervals of
one hour or once a month. In this case we use a symbol such as X n to denote the value of X
after n intervals of time have passed ( n is referred to as a ‘subscript’). A plot of X n against n is
now a set of separated points rather than a curve and we call this a discrete model.

The way in which X changes with time can now be described by a difference equation.

Suppose the population of a town increases by 1000 every year. Using P n to denote the population
after n years, a discrete model describing how this town's population increases is:

Po.i = P, + 1000

Suppose instead, that the population increases by 1% every year. In this case the appropriate model
would be:

ll.'-J‘.lr—l — r]n]'l'-Ffr

A population with a net growth rate (births — deaths) of 2% p.a. and a net annual immigration of 100



individuals could be modelled by:
P =(1.02)P, — 100

These are simple examples of difference equations.

Solving a difference equation means finding an explicit expression for X n in terms of n and initial
values such as X 0 . Note, however, that this can be rather a difficult task and not strictly essential
because a model in the form of a difference equation can be used without knowing the mathematical
solution of the equation. This is because if we know present and previous values of X we can always
use the difference equation to generate the next value, followed by as many values as we like. Of
course, the advantage of having a formula for X n in terms of n is that we can substitute any value of n
we like into the formula to get an immediate answer.

Difference equations are easiest to solve when they are homogeneous. This means that the equation can
be satisfied by making all the X S = 0. For example the equation X n +2 -3 Xn+1 + X n =0 s
homogeneous, while X n +1 —2 X n =3 n + 1 is not. It also makes things easier if the coefficients are
constants. For example, X n +2 — 3 X n +1 + X n = 0 has constant coefficients while X n +2 — 3 nX n
+1 + X n = 0 does not.

Mathematical methods for obtaining solutions of difference equations can be found in many textbooks
(see the Bibliography for examples) and will not be described in this chapter. Here we are only
concerned with the formulation of models in terms of difference equations and their possible
application.

A difference equation connecting X n +1 and X n and no other X values is called a first-order
difference equation. If the equation also involved X n —1 or X n +2 we would call it second order, in
other words the order is the difference between the highest and lowest subscripts appearing in the
equation. Not surprisingly, first order difference equations are the easiest to deal with. They are also the
most useful for building models.

More significant than the order is the question of whether the difference equation is linear. An example
of a linear difference equation (this one happens to be second order) is

Xyog =2X, +3X, +n° +7

Note that the presence of the n 2 does not make the equation non-linear, the important thing is that all
the X terms are only multiplied by constants.

Example 5.1

Suppose P n represents an industry's production output in year n and that production doubles every
year, so that:

next year's production = 2 = this vear’s production
that is

—
P, =2P,

If PO = production in year O thenP1=2P0,P2=2P1=22P0)=22P0andP3=2P2=2(22
P0)=23PO0.The pattern is clear, every year we multiply by 2 so after n years we have multiplied by
2 a total of n times, i.e. by 2 n . Another way of describing it is to say that the P values are going up in a
geometric progression and the general solution is Pn =2 n P 0 . A similar equation applies whenever
the growth rate is a constant percentage, for example if the growth rate is 25% per annum then the
difference equation is P n +1 = (1.25) P n and the solution is P n = (1.25) n P 0 . This kind of situation is



very common with investments where interest accumulates at a constant r % per annum. If P 0 is the
initial amount of money invested, the amount P n after n years satisfies the equation Pn +1 = (1 + 1/
100) P n and the solutionis Pn = (1 +r/100)n PO .

These are all examples of the difference equation X n +1 = aX n which corresponds to the assumption
that a variable increases in a fixed ratio (or percentage) in each time step. The solution of this is X n = a
n X 0 (as can be verified by changing n into n + 1). The two statements Xn+1 =aXnand Xn=an X
0 are in fact equivalent. The first is the difference equation and the second is its solution.

The behaviour of the solution (i.e. the way X n changes with increasing n ) depends on the constant a,
which can be thought of as a growth factor. If a > 1 then multiplying X n by a gives a bigger answer so
X n +1 > X n and the X n values increase with n. If 0 < a < 1, multiplication by a gives a smaller
answer so X n +1 < X n and the X n values continue to decrease, eventually to zero as in Figure 5.1.
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Figure 5.1

Negative values of a give a different behaviour because each multiplication by a changes the sign. We
therefore get oscillations, decreasing in amplitude if — 1 < a < 0, while the oscillations increase in
amplitude if a < — 1 as illustrated in Figure 5.2 (where the points have been connected by lines to help
trace the sequences).
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Figure 5.2

5.2 First-order linear difference equations

The next simplest type of difference equation is the first-order linear, constant coefficient case which
we can write as:

/Y.l:l—l — ”l—n + b

Starting with X 0 we get
X| — i .-1’1_} + b
and

Xo=aX,+b=alaXy+b)+b=a"Xy+(a+1)b

it follows that:

Xs=aXa+b=a(@Xo+ (a+ 1)p) +b=a’Xy + (@® +a+ 1)b

Continuing in this way

Y,=d"'Xo+ (@ "+... 4+ +a+1)b
=d"Xop+ (d" = 1)b/(a—1)

The last step comes from summing the geometric series and we have assumed that a does not equal 1.
If a does equal 1 then we can see that X 2 =X 0+2b, X3 =X 0+ 3b and so on, so in this case the
solution is just X n = X 0 + nb. In the case a # 1 the behaviour of X n depends on a in the same way as
for the equation X n +1 = aX n except that if | a | < 1, X n approaches the value b /(1 — a ) (see Figure
5.3) either from above or from below, depending on the starting value (see Figure 5.3) while if | a | > 1,
| X n | grows without limit.
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Example 5.2

A lake contains 10000 fish at present. If there was no fishing the population of fish would increase by
15% every year. It is proposed to allow fishing at the rate of 2000 fish per year. Let F n represent the
number of fish n years from now. A discrete model consistent with the stated assumptions would be:

Fopr = (1.15)F, — 2000, Fy = 10 000

This predicts the following values for the population size in subsequent years:

9500, 8925, 8264, 7503 . ..

On a calculator we just need to key in x1.15 — 2000 repeatedly. On a spreadsheet after putting the first
value in cell A1 we can type =1.15* A1-2000 in A2 and copy this formula down the A column. How
long does it take the population to decrease to zero? The model obviously stops being usable at that
point.

Suppose the lake contains 100 000 m 3 of water with 5% pollution by volume. Every day 1000 m 3 of
clean water flows into the lake and 1000 m 3 of polluted lake water flows out. How long will it take for
the pollution in the lake to drop to a safe level of 1%?

First note that the volume of the lake remains constant at 100 000 m 3 . We take one day as our time
step and let P n represent the volume of pollutant in the lake on day n, then

Py = 0.05 % 100000 = 5000 m*

and
pollution on day n + 1 = pollution on day n — outflow during day n

Each day 1000 m 3 of lake water flows out but this is partly water and partly pollution. On day zero 5%
of it is pollution but as time passes this will obviously decrease. On day number n the lake contains P n
m 3 of pollution inside a total of 100 000 m 3 and so every m 3 of lake water at that moment contains P



n /100 000 m 3 of pollutant and the pollution outflow is 1000 x P n /100 000.
Therefore:
Poo1 = Py, — 1000 = P, /100000

= (1 =0.01)P,

= (0.99)P,

which means that Pn = (0.99) n P 0 = (0.99) n 5000.

So P n will be down to 1000 when 1000 = (0.99) n 5000. That is (0.99) n = 1/5 or n In(0.99) = In(0.2),
which gives n = 161 days.

Suppose now that pollution continues to be added to this lake at the rate of 5 m 3 per day while 995 m
3 of clean water flows in every day and the outflow from the lake is 1000 m 3 per day. What is now our
model for P n and how does this affect the answer?

We now have

Py.1 = P, — 1000 x P, /100000 + 5
~ (0.99)P, +5

This first-order linear difference equation has solution:
P, = {'I}HEI'J”:'!{JI](I - S[I - f{).99_“_|”]..f"[l — ﬂ.99]

= EDI]:EJ'(D.QS'J” + I]

= 1000 when 9{[}.99}" +1=2

which gives (0.99) n = 1/9 or n In(0.99) = — In 9 so that n = 219 days.

5.3 Tending to a limit

With some discrete models we find that as n increases the X n values are approaching a limit or
equilibrium value although they never quite reach it. In this case X n +1 eventually becomes
indistinguishable from X n so that X n +1 = X n = L. The value of L can therefore be found by
substituting L for all the X terms in the difference equation and solving the resulting equation for L
(which could be difficult). For example, if X n +1 = (5 X n — 1)/( X n + 3) then L satisfies the equation
L=(5L-1)/(L+ 3) which gives L = 1. (That was an easy one.)

In the case of the first-order linear equation X n +1 = aX n + b, if the X n values approach the limit L
then, from the difference equation, L. = al. + b and therefore the equilibrium value is L =b /(1 — a)
(provided we are not dealing with the case a = 1). Of course, if we happen to start with X 0 = L then we
have X n = L for ever.

Example 5.3

For the model in Example 5.2 what happens to the fish population eventually? If the population size
approaches a limit L then L. = (1.15) L. — 2000 so L = 13 333 appears to be the steady-state population
size. We can work out the

appropriate level of fishing F (fish y —1 ) which would keep the fish population stable at any size L
from L = (1.15) L - F, that is, F = .15 L. If we had 13 333 fish in the lake we would (theoretically)
always have 13 333. The fish taken out are exactly compensated by the new young fish. Apart from



practical considerations this is mathematically precarious because for one thing the right figure is
actually 13 3331/3 and secondly this is not a stable population value. To see this start with a fish
population just under the right figure, e.g. 13 333. Subsequently the population continues to decrease.
Starting with a figure slightly over the right figure, e.g. 13 334 will give a population continuously
increasing. This unstable situation is illustrated by Figure 5.4 and it occurs because the multiplication
factor 1.15 is greater than 1.
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Figure 5.4
Example 5.4

A population of herbivores living in a certain area is declining by 5% every year. As their numbers
decline they leave more vegetation so more animals move into the area. Suppose this is constant at 300
animals a year, what will happen eventually?

Using P n to represent the size of the population n years from now, the model is

P,y = (0.95)P, + 300

and the natural decline tends to be compensated by the influx of new animals. Suppose we eventually
arrive at a perfect balance keeping the population size steady at a level L then L. = 0.95 L. + 300 so the
value of L is 6000. Graphs similar to those in Figure 5.3 apply, depending whether we start below or
above the

steady level of 6000. Note that the situation is opposite to that of Example 5.3, the population almost
moves towards the steady value. This is because the multiplication factor 0.95 is less than 1 and the
steady-state value is stable.

5.4 More than one variable

A realistic model will usually contain several variables, all probably interrelated. If they can all be
modelled as discrete variables then both development with time and the relationships between variables
will be modelled by difference equations. These will need to be solved simultaneously.

Example 5.5

Suppose that the water from the lake in Example 5.2 flows into a second lake containing 50 000 m 3 of
water. From this second lake the daily outflow is 1200 m 3 while 200 m 3 of clean water also flows in



every day from a stream. Let Q n represent the pollution level (by volume) in the second lake after n
days. What is the difference equation satisfied by Q n ?

995 m*d!

100 000 m?

smddt | .
pollution

200 m3d™’

1000 m*d !

Lake 2

50 000 m*

1200 m* g’

Figure 5.5

The second lake receives a daily 1000 m 3 of polluted water from the first lake representing, as
explained previously, a total pollution input of 0.01 P n daily. Using the same reasoning, the amount of
pollution flowing out of the second lake daily is 1200 Q n /50 000 = 0.024 Q n so the modelling
equation for the second lakeisQn+1=Qn-0.024Qn+0.01Pn=0.976 Qn+0.01 Pn.

This will need to be solved simultaneously with the difference equation satisfied by P n which (in the
case of a pollution input of 5 m 3 per day) was Pn +1 = 0.99 P n + 5. We now have two uncoupled
difference equations in that the second does not involve Q n and can be solved on its own. We can then
substitute for P n into the first equation. If we are solving these equations numerically step by step,
however, we do not really care whether the equations are coupled or not, the calculations are just as
easy.

Example 5.6

Suppose that in a battle between two opposing forces each unit of army X is able to destroy b units of
army Y during one time unit. Similarly each unit of army Y is able to destroy a units of army X.

Let X n denote the number of units of army X surviving after n time steps, and similarly Y n for army
Y. We therefore have two variables and their fates are obviously linked. How does this connection
appear in a mathematical model? The answer is obtained by considering what happens in one time step.

The total number of units of army X destroyed during that time step is aY n because every one of the Y
n units of army Y destroys a units of army X. The number of surviving units of army X at the beginning
of the next time step is therefore

uYr|+| — /Y.l.l — },”

and similarly for Y



1-Vrrl 1 = F.l.' — "-rjfr.'.'

Here we have two explicit but coupled difference equations, neither one can be solved on its own.
However, given initial sizes X 0 and Y O for the two armies, and also given the parameters a and b, we
could compute X 1 and Y 1 etc. directly from the above difference equations, probably on a
spreadsheet.

An alternative approach is to eliminate one of the variables by substitution. The first equation implies
that
X =Xp —a¥uy

= X,y —alY, —bX,) {substituting for ¥, }

= Xy +abX, + (X,.1 — X)) {substituting for Y, }

This is
XFH'E - 2 n+1 + ” —-f!f)}ff,, — U

a second -order difference equation. From it we can generate a sequence of X n values provided two
starting values, e.g. X 0 and X 1, are available. Alternatively a mathematical solution for X n in terms
of n can be derived. Methods for doing this can be found in the Bibliography.

Both models are considered again in chapters 6 and 9.

5.5 Matrix models

Linear difference equations involving more than one variable can be neatly expressed using vectors and
matrices. We have already used this approach on p. 38, chapter 2. The state of the battle in the previous
example can be represented by the vector Z n =[ X n, Y n ] and the pair of simultaneous difference
equations can be written

X”_ | o ] —id XJ_I

Yoer | | —=b 1 Y,
so the progress of the battle from one step to the next can be written concisely as Z n +1 = MZ n where
M is the matrix

e

and the solution can be written Z n = M n Z 0 . This approach is especially useful for models
representing transitions between states or compartments. When developing models for populations, for
example, we often want to do more than just predict the total size of the population. At any time a
human population will consist of a mixture of individuals of different age, sex, occupation etc. In order
to make forward planning for the provision of resources such as schools and hospitals we need to make
predictions about the future numbers of individuals in different categories within the population. We
have introduced this in the fish harvest model, Example 2.7.

Example 5.7

Let us take a simple and artificial example of a population of animals, which become adult and capable
of reproducing at the age of one year. Suppose we represent the population at time step n in terms of



the numbers of animals in each of three categories.

B n = number of babies and young animals up to one year old
A n = number of young adults up to two years old, and

S n = number of ‘senior’ adults aged two or older

There will be different annual birth and death rates for the three groups. Suppose we have the following
information:

Group Birth rate Death rate
B 0 0.1
A 0.3 0.2
5 0.1 0.3

This means, for example, that 90% of babies survive to become adults and that 10% of senior adults
produce one offspring per year on average. When we go from year n to year n + 1 we can put this
information into matrix form as:

B 0 03 01 B
A = |09 0 0 A
S 08 08 0.7 S

n+l I

This is a difference equation of the form X n +1 = AX n i.e. like we had in section 5.1 except that now
each X n is not a single number but a vector of three numbers and A is not a single number but a
matrix.

To find out what happens to the population we only have to keep multiplying by the matrix (often
called the transition matrix ). The nature of the solution, and whether we eventually reach a steady state
depends on the largest eigenvalue, A, of this matrix.

If A > 1 then the population grows without limit.
If A = 1 then the population converges to the eigenvector associated with A.
If A <1 then the population continually decreases.

(See the Bibliography for further information.)

5.6 Non-linear models and chaos

A simple (and important) example of a non-linear difference equation is:

XJ.'—I = ”Xa.'l.r] - :fuw]

where a is a constant and 0 < X 0 < 1. The solutions of non-linear equations reveal a much stranger and
more varied behaviour than that of linear equations and in some cases show the kind of behaviour
described as ‘chaos’. This is what happens with the above equation for certain values of a. We can
describe the behaviour as follows.

For 0 <a <1, X n continues to decrease towards zero as in Figure 5.6.
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For 1 <a <3, X nincreases or decreases (depending on X 0 ) towards the limit 1 — 1/ a as in Figure 5.7.

For 3 < a < 3.449, after a while X n latches on to two distinct values and continues to switch between
them for ever. It behaves like a sequence with period 2 as in Figure 5.8.

For 3.449 < a < 3.544, after a while X n jumps between four distinct values, i.e. it has period 4 as in
Figure 5.9 and for 3.544 < a < 3.564 we get period 8.
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This ‘period doubling’ continues as we continue to increase a until a approaches the special value 3.57
— when X n jumps between an infinite number of distinct values giving the appearance of a random
sequence. This is chaos. It is a fairly recent discovery and has possible applications in a wide variety of
areas (see the Bibliography for further information). An effect which has become known as the
‘butterfly effect’ is that a tiny alteration in
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the value of the starting value X 0 leads to a sequence, which after a number of time steps, diverges
more and more from the previous sequences until the two sequences become totally dissimilar. This is
illustrated in Figure 5.10.

5.7 Using spreadsheets

A computer spreadsheet is an ideal tool for investigating models based on difference equations because
each cell can be made to reference other cells exactly as required. Formulas can then be copied to give
as much as we want of the time development of the model, which can also be converted into graph
form. Any parameters appearing in the equations can be assigned to separate cells and the effects of
changing the parameter values immediately revealed. This has already been indicated in some
examples in chapter 2.

Example 5.8

Suppose we decide to use a simple discrete first-order linear population model to predict the growth of
a population which is presently 10 000 and we want to investigate the effect of birth rate and migration
on the population growth. If we take annual time steps the modelling equation is

Py =(1+b/100)P, +m

where b % is the net annual birth rate and m (individuals per year) is the migration rate.

In the spreadsheet we can put b and m in cells A1 and A2 and name them as b and m. Column B can be
used for the population values (or if preferred, B for the n values and C for the P n values). We put the
initial population value 10 000 in cell B1 and in B2 we type the formula = (1+0.01*b)*B1+m. We then
copy this formula down the B column.

One of the advantages of spreadsheets is the dynamic linking between various components in the sheet.
We can produce a graph to show how P n varies with n and any changes we make to the values of
parameters such as b and m in the previous example produce instant changes in the chart. It is
particularly instructive to do this for the chaotic examples in section 5.6 and observe the effects of
altering the value of the parameter a on the resulting graph.



Example 5.9

Suppose that at the beginning of this year you invested £2000 in an account which pays interest at 9%
p.a. At the end of the year, and subsequently every 12 months you withdraw £250.

1. When will you run out of money?
2. How does the answer to (a) change if you only withdraw £200 per year?

3. How much should you invest to pay your university tuition fees over the next three years if fees
are £5000 p.a. payable at the beginning of each year?

The model we need is a difference equation satisfied by X n , the amount of money in the account at
the end of n years (just after withdrawing money). This is X n +1 = 1.09 X n — w. We can put 250 for w
in cell A1 and name it w. Putting X 0 = 2000 in cell B1 and typing the formula = 1.09*b1-w in B2, we
then copy this formula down the B column. We find that we can reach the year n = 15 before our
account becomes negative. To answer (b) we just have to change w to 200, and if we have gone down
far enough in the B column we find the answer is 27 years. For part (c) w has to be 5000 and there is
another difference in that we now want X n to represent the amount of money in the account at the
beginning of the n th year. This time we want to find what X 1 should be so that X 3 = 0.
Experimenting with various values for X 1, we find the required figure to be £8795.56 so the initial
sum that we need is £13 795.56.

Exercises

For the difference equation X n +1 = aX n + b (i) predict the results and (ii) confirm your
predictions by using a spreadsheet to calculate the values X 1, X 2, ... X 20 in each of the
following cases:

5.1
{a) @ - 1.2,6= 0,4 =1 by a= 04, 6= 0, X,=1
{c) a - 1.2, b . Xy =5 (dy @ - 1.2, b l. Xy =6
{e) @ 0.8 h I, Xy =1 i a 0.5, & l.Xo=5
(g a 0.8, h I, Xy =0 {h) @ 0.1, b I, Ay =1
(i« .5, & I, Xy =1 iy a 1.2, & 1, A = 1

Suppose that pollution has an adverse effect on the fish in Example 5.2, which can be modelled by
5.2 a death rate directly proportional to the volume of pollution in the lake. Write down equations
satisfied by F n and P n the size of the fish population and the volume of pollution after n years.
5.3 Suppose that during every day of an epidemic:
1. x % of ill people die, and
2. y % of ill people recover and become immune, and
3. z % of susceptible people become ill.
Let

I n = number of ill people on day n

S n = number of susceptible people on day n, and



R n = number of recovered and immune people on day n.

Which three of the following options are consistent with assumptions (i)—(iii)?

1.

2.

7.

8.

In+l1=In-(x/100)In- (y/100)In+(z/100)Sn

In+1=In+(x/100)In-(y/100) In-(z/100) Sn

.Sn+1=Sn-(x/100)In-(y/100) In+(z/100) Sn

Rn+1=Rn-(x/100)In-(y/100)In+(z/100) Sn

.Sn+1=Sn-(z/100) Sn

.Rn+1=Rn+(z/100)In

Rn+1=Rn+(y/100)In

Sn+1=Sn+(y/100)In

Two adjacent islands A and B both have populations of gulls and there is constant migration of
5.4 birds between the two islands. Suppose the net intrinsic growth rates are 5% on A and 3% on B. Let
the total number

of birds on A in year n be A n with a similar notation for B. Suppose also that there is a constant
migration of 1000 birds every year from A to B and 800 birds/year in the reverse direction.

Which two of the following options are compatible with the stated assumptions?

1.

2.

3.

7.

8.

An+1=An-1000
An+1=(1.05An
Bn+1=Bn-800
Bn+1=(1.03)Bn

An+1=(1.05)An - 200

. An+1=(1.05)An - 1000

Bn+1=(1.03)Bn+200

Bn+1=(1.03) Bn - 800

5.5 Let X n = amount owed on a mortgage after n years,



m = monthly repayment,

N = number of years required to settle the debt, and

r = annual % interest rate charged on the amount outstanding.
1. Write down a difference equation satisfied by X n .

2. Use a spreadsheet to show that if the interest rate is 11% then the monthly repayment on a
loan of £50 000 to be repaid over 25 years is £494.75.

3. Show that if the mortgage is to be repaid completely in N years, the monthly repayment
required to achieve this is

m= Xo(R—11/(12(1 — R™™Y)

Suppose that the flow rates for the two lakes in Example 5.5 do not balance so that the lakes do not
contain constant volumes of water. Let these volumes be A n and B n . Write down appropriate
difference equations for An, Bn, Pn and Q n given the following information about daily rates.

5.6 \
First lake: B00m” clean water lows in
Sm® pollution added
790 m’ of lake water flows into second lake
Second lake: 1m® pollution added
00 m? lake water flows out.

Glass X contains 20 spoonfuls of wine and glass Y contains 20 spoonfuls of pure water. One
spoonful from X is added to Y and the mixture is stirred. A spoonful of the mixture is then
transferred to X. Let X n = % of wine in glass X after n spoonfuls have been transferred in this way
and let Y n = % of wine in Y. Find

>7 1. a difference equation satisfied by X n

2. expressions for X n and Y n in terms of n

3. what happens eventually.



CHAPTER 6
Using Differential Equations

Aims and objectives

In this chapter we discuss models in which variables are represented as continuous functions of
continuous time t. Assumptions have to be made about the rates of change of these variables and the
resulting models involve differential equations.

6.1 Introduction

As mentioned in chapter 1, models are created with a particular purpose in mind and in many cases this
purpose is to make predictions. These predictions may take the form of answers to such questions as
“What happens to this variable if we increase (or decrease) that other variable?’ A successful model will
have provided us with relationships between relevant variables from which we can obtain the necessary
answers and, if it is a truly successful model, these predictions will be found to be verified when the
data become available.

Very many models involve time as one of the variables and a very common question to ask in these
cases is “What happens to all the other variables as time progresses?’ For these models we therefore
need to consider rates of change of variables with time and it is a very likely consequence that our
mathematical equations will contain derivatives. Such differential equations can be any of a wide
variety of types, many of which cannot be solved analytically although approximate solutions can be
obtained by numerical methods.

In any particular model, we arrive at a differential equation by considering the changes that occur in
our variables over a finite but small time interval A t. Dividing by A t gives us finite rates of change
and, letting A t shrink to zero and taking limits, we obtain differential equations.

Such equations can be very difficult to solve exactly but there is no need to despair if the route to an
exact solution appears closed. Much useful information about the behaviour of the solution can be
gleaned from a differential equation without solving it. We can gain useful qualitative information by
looking at such things as the magnitude and sign of the derivative for various values of the dependent
and/or independent variables and, in particular, looking for values, if any, which make the derivative
equal to zero. Good approximate solutions can be obtained by numerical methods and these can be just
as useful as the exact analytic solutions.

Differential equations can be classified in many ways, the most fundamental being the order of the
highest derivative occurring in the equation. In section 6.2, we use a first-order differential equation to
model population growth, while in section 6.3, problems in mechanics are solved using a second-order
equation. When our model involves several differential equations, they may be ‘uncoupled’, in which
case each differential equation involves only one of the dependent variables, e.g.

dx = A + Bx, d C + Dy’

di dr '

Alternatively, they may be coupled, e.g.



dx dy ‘ ‘
E_AM’ E—Bh—l—{i}

Note that the independent variable t may also appear anywhere on the right-hand side of any of these
equations.

In section 6.4, we have a model involving uncoupled equations, and in section 6.5, our examples
involve coupled equations.

6.2 First order, one variable
Example 6.1
A model for population growth

If we want to create a model for predicting population growth, the variable in which we are interested
is the size of the population at any time. This is the total number of living individuals in the population,
ignoring the fact that they are of different ages, some are male, some are female, and so on. This total
number is obviously a discrete variable but it makes the modelling easier if we pretend that it is a
continuous variable P(t). This will not be a serious error when P(t) is large because a graph with very
small discrete steps will be indistinguishable from a smooth curve.

The purpose of our model will be to predict the future population, i.e. to give P(t) as a function of t.
The most obvious reasons for a population to change are that individuals are born and some die but
there could also be movement into and out of the area in which our population lives. So a simple model
for the change in P(t) during a short period of time At is

increase in sulation during time Ar} = {births during time Ar} — {deaths during time Ar}+
population during 4 hirths during 1 a leaths during 1 A
{immigration during time Ar} — {emigration during time Ar}

For simplicity, we shall forget immigration and emigration. Clearly the number of births and deaths
will depend on the following.

1. The size of the interval A t.

2. The size of the population at the beginning of the time interval.

The simplest assumptions to make are that a strict proportionality applies in both cases; we then have

number of births in the time interval = BP(r)Ar

and

number of deaths = DP(1)Ar

where B and D are constants.

Our model is now
P(t + At) — P(1) = (B — D)P(1)At (6.1)

From this point we can develop our model in one of two different directions.

1. We could decide to use a finite time unit, say At = 1 year. Our variable P(t) would then be
discrete, being defined only at intervals of one year. Equation (6.1) is a difference equation
relating successive P values in the sequence P1,P 2, P 3,..., where P n = P(n). We could write



the equation as Pn +1 = (B — D + 1) P n and the parameters B and D are the annual percentage
birth rates and death rates respectively. To calculate the values P 1, P 2 ,..., we need the value
of P 0, the population size at time t = 0. Difference equations are discussed in chapter 5, our
subject in this chapter is differential equations.

2. The alternative is to regard the population as a continuous variable P(t) as we mentioned earlier.
To proceed with our model, we first rewrite equation (6.1) as

1 P+ Ar) — P(i)
Pt At

=B-D

Letting At — 0, this becomes

1dP
——=B-D
P dt
The expression on the left-hand side can be called the ‘proportionate growth rate’. Note that it
does not have quite the same interpretation as in the discrete case because we are not tied to a
particular time step here. If we use a small enough time step, however, both discrete and

continuous models should agree and, if B — D is truly constant, equal to 0.04 say, this
would approximately correspond to a net growth rate (births minus deaths) of 4% per time unit.

The solution of the differential equation is

P(1) = P(0)exp|(B — D)i|

where P (0) is the size of the population at time t = 0. This is a very simple model and predicts
exponential growth without limit if B > D or exponential decay to zero if B <D.

In practice, of course, we do not see populations growing exponentially without limit. The growth may
follow the exponential model for some time but eventually limitations of available space or food will
tend to force the population level to ‘flatten out’. We can interpret this as the effect of overcrowding
and/or food shortage, causing the birth rate to fall and the death rate to rise.

We can attempt to take these factors into account by allowing the proportionate growth rate (1/ P ) d
P /d t to be a function of P rather than a constant. What function of P should we take? Obviously we
need one that decreases with increasing P. The simplest model satisfying this requirement is a linear
function, i.e.

1dP

Ly BP
P dr x =

where o and 3 are positive constants.

Before trying to solve this differential equation, we can work out some of its implications. If the
population level reaches the value o/, then the right-hand side will be zero, which means that d P /d t
will be zero so that P will stop changing with time. Also, when we start with a population size P (0) at
time t = 0, then the right-hand side of the differential equation is o — 3 P (0). If this is positive, then d
P /d t > 0 and the population size will be increasing at t = 0. Conversely, if a — P (0) < 0, we shall
have a decreasing population at t = 0. These considerations enable us to sketch in pieces of solution
curves as shown in Figure 6.1.

We can see that, if we start with P (0) > o/f3, we have a decreasing population initially and this decrease
will continue until P = a/p but no further because d P /d t will be zero. Similarly, if we start somewhere



below the horizontal line P = o/f, our population will be increasing (o« — 3 P> 0; sod P /d t > 0 until «
— B P = 0 near the line P = o/f and the curve will never actually cross this line.

In fact the exact solution of the differential equation

Pt)

al g

1 dP
——=a—fiP
P dr = 0
Figure 6.1

Fit
gl

—

0

Figure 6.2



takes the form

M :
Plt) =M [I - (—— ]) txp[—xr]]
FIP

where M = o/f and P 0 = P (0), and from this we see that the value M = o/} is never actually achieved
for a finite t value. Our curves get closer and closer to the horizontal line P = M as t increases. This line
represents a stable population size and various solutions arising from different initial values of P
converge to it, as shown in Figure 6.2. If we had the initial value P = M, then of course we would have
dP/dt =0 for all t and the population would remain at this constant value. The population level M is
sometimes referred to as the ‘carrying capacity of the environment’ and the curve is often called the
‘logistic curve’.

Exercises

A large herd of wild animals lives in a region where the rainfall varies in a periodic manner with a
maximum occurring every 4 years. The animals live by grazing and the amount of food depends on
6.1 the rainfall. The net birth rate can be assumed to be proportional to the amount of food available,
"~ the maximum rate being 2% per annum. There is also a net emigration of 100 animals per annum
from the region. The present size of the population is 5000 animals and predictions for the next 20
years are required. Develop a model for this problem.

The rate of cooling of a hot body in air is very nearly proportional to the difference between the
temperature of the body and the temperature of the air. If the temperature of the air is 18°C and a

"~ body initially at 60°C is found to have cooled to 50°C after 3 min, how long will it be before it
cools to 30°C? What will its temperature be after 10 min?

A conical tank of height 2 m is full of water and the radius of the surface is 1 m. After 8 h the depth
of the water is only 1.5 m. If we assume that the water evaporates at a rate proportional to the

"~ surface area exposed to the air, obtain a mathematical model for predicting the volume of water in
the tank at any time t.

Assume that in the absence of fishing the population level of a species of fish would follow the
same model as discussed in section 6.2. The ‘maximum sustainable yield’ Y is the maximum

" amount of fish biomass that can be caught annually without causing the fish stocks to decrease.
Obtain a model for predicting Y from the other parameters of the problem.

6.3 Second order, one variable

No text which sets out to be a first course in mathematical modelling would be complete without some
treatment of physical models involving the use of Newton's laws of motion. In a sense, in physical
modelling, the ‘formulation’ part, normally a key feature in the process as described in chapter 3, is
reduced as we are relying on Newton's laws to provide us with a ready-made framework on which to
base the mathematical model. Close to the Earth's surface, Newton's laws are accepted as giving a
reliable description of the behaviour of mechanical systems. We have certainly no intention of
challenging Newton here; so it appears as if the student modeller is in for an easy time! If this were
completely true, it would be a pity since it is usually the formulation stage which gives the greatest
challenge, i.e. you have the opportunity of building up relations and equations between variables based
on your own assumptions or collected data.



In considering a model for a physical or mechanical system, we shall be seeking an equation of motion
based on Newton's second law. We do not attempt to interfere with this law; however, it often turns out
that not all the constituent parts of the equation of motion will be beyond discussion. For example, any
situation involving consideration of air resistance, frictional effects, size of moving object, etc., will
need our modelling judgement as to their inclusion in the model.

While we are discussing preliminaries, it is important to point out that mathematical modelling and
models are common in the ‘real’ world where there is a physical or engineering system under
investigation. It is not a question of tinkering with problems found in textbooks on classical mechanics.
Modelling a physical system is widely carried out in industries involving the transportation or flow of a
substance: gas, coal, steel, electricity, nuclear power, etc. Also the modelling of wave behaviour is
important in radar and submarine detection work.

In section 6.2, we looked at a model for population growth and this will be followed in section 6.5 with
a harder population model and also a battle model. These could be classified as biological models,
although it can be a mistake to classify too rigidly. A physical systems model is intended to refer to
situations involving physics such as mechanics, heat transfer, sound waves and electricity. Thus we are
concerned with dropping, swinging, throwing, hitting, heating and cooling, flowing, diffusing and
possibly even permeating.

As we have already said, the development of models for physical systems relies very heavily on the
application of Newton's second law of motion. This can be stated as follows:

{net external force} = {rate of change in linear momentum of a system}

mass x acceleration

(assuming constant mass).

Now this section deals with second-order differential equations, and it is the concept of acceleration
which gives us the second derivative term. We shall not describe here the full details of theoretical
mechanics since there are many good texts on the subject (see, for example, the book by Medley listed
in the Bibliography). Instead we concentrate on the creative theme embodied in modelling. Two
examples will now be investigated which contain this theme. In both of the resulting models, we shall
find that the mathematical representation results in a second-order differential equation, and this
contrasts with the models in section 6.2 which all resulted in first-order differential equations. Also
both examples contain aspects of mechanics that are found in first-course modelling books, but the
examples also contain interesting features which you may not have met before.

Example 6.2

This example is set in the context of a recent case in the court of appeal. The client was a convicted
murderer suspected of having jumped from a high window to avoid detection for burglary. The legal
problem centred on the client's claim that, had he been the person jumping, then he would have
severely injured himself owing to previously known personal leg joint weakness. The mathematical
problem was to estimate the impact speed in these circumstances to see whether it was likely that the
person could then get up and run away!

Problem statement

The particular question posed was ‘If someone fell a distance of about 30 ft, what would the impact
speed be?’

Formulate a mathematical model

Here is our chance to make some modelling judgement about the nature of falling human bodies: is it



free fall or air-resisted fall? Does the size of the falling body matter in this case? Assuming that air
resistance does have an important effect, how are we going to assess it in our model? Following our
usual procedure we first list the factors involved (Table 6.1).

Now there are useful general connections between x, v, t and f using differential calculus which can be
applied in this context:

. dx
T
Lodv o d fdey d*x
I =TT @ (E) ar
Table 6.1
Description Symbol Units
Distance fallen X m
Velocity v ms
Time i 5
Acceleration r ms <
Mass " kg
Gravitational o 98065m s *
constant
Gravitational mg N
force
Air resistance force R M

Note that, for convenience, d x /d t and d 2 x /d t 2 are written as  and - respectively. Also
P dv  dvdx dv

- = y—

' dr  dxdr dx

A diagram usually helps in situations such as this; so, before applying Newton's second law, we shall
give one, labelling it using the above notation (Figure 6.3). Note that O is the point from which the
body starts its motion and the variable x denotes the distance fallen vertically downwards in time t. All
mechanics problems need a fixed frame of reference and, as the motion is vertically downwards, we
have a one-dimensional problem.

The forces acting have magnitudes mg and R in the directions shown on the diagram; so the net
external force on the body has magnitude mg — R. Applying Newton's law (in a downward positive
sense), we get

d*x dv

me — R = m— = mv—
£ ar dx

This is our model. It is not completely formulated as R has to be specified. Note also the mg term at the
beginning of the equation, which represents the force due to gravity. The acceleration due to gravity
can be measured experimentally in vacuum to be constant near the Earth's surface. This constant value
is approximately 9.8065 m s =2 or 32.2 ft s =2 . Thus,



® M

L
mg

Figure 6.3
force due to gravity — mass x acceleration

= mg

To proceed further, we need an expression for R. Air drag is a common enough experience whether
running, cycling or even walking. (Is it the same thing as considering the effect of the wind?) A
moment's thought tells us that R will not be distance or time dependent (why not?) but will be velocity
dependent, i.e. the faster you go the greater the air drag. So we model air resistance as R = kv, provided
that R is directly proportional to v.

Suppose that a more complicated relation is proposed, such as R = kv 2 or, more generally, R = kv n .
How are we to know which is the best model? The answer to this is that it depends what sort of object
is being dragged. For the moment, let us take the general relation R = kv n, and the equation of motion
then becomes

dv
e — kv = mv—

dx
We can divide through by m, redefine the constant of proportionality k as K = k / m and so produce a
neat mathematical model:

dv

F— ﬁ.i‘ - Ia

However, what is to be done about the index n? A number of attempts have been made to decide this,
and also the value of K which now contains dependence on the mass m of the object. These decisions
are important in modelling; so we must not fudge the issue. We shall use the following information



from books on mechanics.

1. For a small compact object such as a stone, air resistance is directly proportional to speed, i.e. n
=1.

2. For large bulky objects such as a human body, air resistance is directly proportional to the
square of the speed, i.e. n = 2, and this is what we shall use in our model. This makes the
mathematical model easier to solve than if n were taken to be, say, 1.347.

The value of K has also to be worked out so that the magnitude of the air resistance can be correctly
estimated. This can be done by looking up a text-book on mechanics or, better still, using the concept
of ‘terminal speed’. The terminal speed is the ultimate constant speed acquired by a body moving
freely in a medium such as air. It is reported that the terminal speed of a human is about 120 miles h —1
. In this situation, there is no acceleration (gravitational pull balances air resistance) and from the
differential equation this means that g — Kv 2 = 0. Converting 120 miles h —1 to the equivalent value in
metres per second and substituting g = 9.8065 gives K = 0.00341. Thus, our model for the motion of a
body falling out of a window is represented by the first-order differential equation
dv

g —0.00341v" = v—
dx

Obtain the mathematical solution

Provided that n = 2 (as here) or n = 1 the equation can be integrated directly. It does not worry the
modeller, however, to be told that n = 1.347 since numerical methods can be used or perhaps a
simulation package which deals with general differential equation models. The mathematical solution
forn=2is

=t n (_ ) (62)
2K \g— K»?

Table 6.2

x/fi ] 5 10 15 20 25 30 35

Hy/miles h "o 12.20 17.22 2103 2423  27.02 2952 318

If we want the relation between distance fallen and time elapsed, then further integrations give

y = %]n cosh(11/gK)] o

( K =0.00341). The corresponding results for the dropping of a stone (where n = 1, and a different K
value is then needed) are

& g _r (6.4)
X = K2 In (E = K!') X
and
X :%(:+%cxp{—ﬁ({}) —% (65)

Equation (6.2) can be used to tabulate x and v. The original question about the man jumping out of a
window can now be answered. We must convert the units to feet and miles per hour since that is how
the appeal court will want them. Using the conversion factors from chapter 4, Table 6.2 can be drawn



up.

The particular distance jumped or fallen was said to be 30 ft; so the model predicts that the speed on
hitting the ground is 29.52 miles h -1 .

Interpret the mathematical solution

First note that to declare a value for the impact speed correct to two decimal places is not sensible for
the following reasons.

1. The precise distance dropped is not known, only ‘about 30 ft’.
2. The result is best given correct to the nearest whole number for simplicity.

The advice produced from our model is that, if you fall about 30 ft, you hit the ground at about 30
miles h —1 . This could be compared with being in a car crash at 30 miles h —1 ; so we expect some
injury. Also, in parachute

training, instructors often say that the impact will be like falling off a 12 ft wall, which from Table 6.2
is equivalent to an impact speed of 19 milesh -1 .

It therefore seems reasonable to suggest that falling 30 ft would give some injury, the impact speed
being about 50% higher than that for a parachutist. However, this does not take into account the nature
of the ground where the landing takes place. Perhaps a soft landing in a flower bed might allow the
burglar to get away unhurt. Can we include these considerations in our model?

Injury on impact will be related to the magnitude of the average force experienced on hitting the
ground. We can make a numerical estimate of this using the principle that

force x distance = work done

In this case the force concerned will be the average force experienced over the time interval during
which the person is sinking into the soil and the distance will be the depth to which he sinks. The work
done is equated to the total kinetic energy on impact, given by 0.5 x mass x (speed) 2 . Knowing the
mass and speed, if we also know the depth of sinking into the soil, we can calculate the average force
experienced. Our advice to the court is to examine the ground below the window.

Further thoughts

1. If air resistance is neglected, what difference does this make to the model and what answer is
then obtained?

2. If examination of the soil beneath the window reveals footprints 10 cm deep, what can we
deduce?

Example 6.3

You will probably be familiar with the model for a simple pendulum. Here we shall deal with a more
interesting real-life situation. Suppose that a heavy mass is being swung against on old high wall on a
demolition site. The situation is quite common where old buildings are being knocked down prior to
site redevelopment. The heavy mass is supported from the end of a crane cable and is made to swing by
the crane driver making the crane jib move backwards and forwards. The objective is to make the mass
strike the wall as hard as possible so that parts of the wall fall down. The crane driver can also pay in or
pay out the cable as the mass is swinging backwards and forwards.

Problem statement

A single wall of height 12 m is to be demolished. The crane jib is 15 m above ground level and the



driver decides to place the cab about 10 m from the wall. Initially the heavy mass hangs at rest with the
cable extended to a length of 8 m. The driver now operates the crane with the intention of producing a
suitable swing of the heavy mass (30 kg) so that it will strike the wall with the greatest impact velocity
possible. The problem is to find this swing. The driver also wishes to strike the wall as high up as he
can since clearly the wall will be knocked down most easily by hitting it near the top. (Why?)

Formulate a mathematical model

Unlike Example 6.2 the path described by the mass P can only be expressed using two dimensions. It is
nevertheless possible for the eventual mathematical model to be expressed by a second-order
differential equation in one variable. To fix ideas, a diagram is needed (Figure 6.4). A fixed frame of
reference is required and the problem variables must be related to this frame. A suitable notation for the
variables is marked on the diagram, and a list is given in Table 6.3.

Apart from neglecting air resistance and wind effects, one key assumption
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Table 6.3
Description Symbol Unils
Cable length r m
Jib top displacement x m
Maximum jib top i m
displacement
Angle between cable fl deg
and vertical
Swing frequency i 5 !
Mass m kg
Tension in crane cable T N
Gravity lorce g M
Cuable pay-out speed l ms !
Time i s
Impact speed v ms '

will be made concerning the motion of the jib top. We shall assume that it moves in a straight line



perpendicular to the wall when activated by the driver. As its movement will be relatively small
compared with the height of the wall, this seems a reasonable approximation. This means that the cable
AP will move in a vertical plane perpendicular to the wall. Thus, from the diagram, BD, OD and ON
are fixed lines.

The mathematical model will be based on applying Newton's second law to describe the motion of the
mass P. This requires the acceleration of P to be expressed in terms of the problem variables x, r and 6.
With respect to the point A, P has polar coordinates ( 1, 8). The radial and transverse components of
velocity and acceleration in terms of polar coordinates are well known (see, for example, D. G. Medley,
An Introduction to Mechanics and Modelling, Heinemann, 1982). Let us mark them on a separate
diagram (Figure 6.5) for easy reference.

As the point A is itself moving horizontally with displacement denoted by x, then an additional
horizontal acceleration component is added. This is shown in Figure 6.4. There will be two forces
acting on P, again labelled in Figure 6.4. These are the gravity force mg and the tension in the cable
denoted by T. (We assume calm local conditions; so wind and air resistance are neglected.)

In order to knock down the wall, we imagine the crane driver causing the jib arm to move back and
forth so that oscillations are transferred to the point P. In two dimensions, when Newton's second law is
applied, we can expect two equations of motion, but a moment's thought tells us that we are not really
interested in bringing into the mathematical model the value of the cable tension. Consequently
consider the equation of motion in a direction perpendicular to the cable. The resulting acceleration
component in this direction will be
made up from the polar terms >'" T relative to A, together with the term ¥<°5¢ from the motion of
A resolved in the direction perpendicular to the cable. The equation of motion is

—mgsin 0 = m(2i0 + rfl + % cos f) (6.6)

As expected, this is a second-order differential equation in the variable 8 but also containing the
variables x and r. However, these can be considered as inputs to the model as they are under the control
of the driver.

Now the crane driver has to activate the system by swinging the jib backwards and forwards. This can
be modelled by taking the variable x to have a periodic form of the type

. ﬂ{ sin(er) (6.7)

COs( !

according to the starting conditions that we select. This function is an obvious choice for representing
the physical effect that we are seeking. By suitably choosing values for the amplitude a and the
frequency ®, we can model the desired effect.

We now consider the pay-out of the cable. We might suppose that the initial length of the cable is a
certain value, say r 0, and, if we pay out the cable at a steady rate u, then a model for the variable r is

r=ry+ ut (6.8)

By substituting from equations (6.7) and (6.8) for x, r and their derivatives the differential equation for
0 is
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i_ & sin # — 2uf + acw” sin(wi) cos # (6.9)
Fp + it

Note that other forms of equation (6.9) will be obtained if alternative models are used for x and r. For
example using equation (6.8) means that the pay-out speed of the cable is always u which is counter to
the original condition that the mass at P is initially at rest.

Equation (6.9) is considerably more complicated than the one we had in Example 6.2. We could decide
to simplify the model, but in any case the mathematical solution will probably require a numerical
method or perhaps the use of a simulation package.

Another interesting factor here is that, by solving the above equation, we shall not exactly provide
information that a crane driver can use or indeed is actually interested in. He is concerned with where
to position his crane and also what speeds can be generated by the swings that he is setting up.

This is an example where the mathematical results obtained from a difficult differential equation,
although interesting in themselves, are not the primary concern of the mathematical model. The
questions of the speed of the mass and the position of the crane can be dealt with by returning to the
diagram and considering the relevant variables. A new diagram (Figure 6.6) showing the velocity

components is helpful. (Note that * and "V are components of P's velocity relative to the point A.)

The position of the mass with respect to the coordinate origin O can be easily worked out from MP and
OM:
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MP = x + rsin

OM =h — rcosd

We are interested in the speed with which the mass hits the wall. More particularly, since damage is to
be inflicted by the blow, it is the horizontal velocity component that has to be calculated, given by

Vhoriz — X + Fsinf + rf cos @
Obtain the mathematical solution

We are now ready to investigate the solution of the mathematical model. We must decide where to start
the jib oscillations from, and what energy to put into the system. We also have to consider whether to
pay out the cable and at what rate. Most importantly of all, we have to know the dimensions of the wall
to be demolished and how close to this wall we can position the base of the crane. This means that the
parameters a, u and ® have to be chosen.

To take a particular case, we shall use the following data, but you may like to try other values: a = 3.0
m,u=03ms-1,w®=1.0s-1andr 0= 8.0 m. Initially P hangs below the point D (see Figure 6.6).

Interpret the mathematical solution

With the above data, we find that the wall will be struck after one swing with a speed whose horizontal
component is 9.0 m s —1 at a height of about 11 m. There is a final comment to make about the use of
this model, and that is that the wall will be knocked down according to the size of the blow inflicted.
The value of the mass m has not been needed so far, but the magnitude of the blow will be given by the
horizontal momentum at impact, i.e. m x v horiz. We also do not know the strength of the wall, but we
assume it to be only so strong that this method of demolition is suitable.

Exercises

6.5 Newton's laws: fact or fiction exercises Often when we come to apply Newton's laws in
mathematical models, the first problem is to be sure that we have understood the mechanical
principles involved. If your modelling has been supported by, say, a parallel course in dynamics and
statics or some suitable alternative, then you will probably have no trouble in marking in the correct



forces and accelerations in a given
physical situation. If you are more uncertain, try the following exercises.
Classify the following as true or false.
1. A force always produces motion.
2. A body always moves in the same direction as the force acting on it.
3. If no force is acting on a body, then the body must be at rest.
4. The velocity produced in a moving body is directly proportional to the force acting.

5. When a ball is thrown vertically upwards (Figure 6.7), then at A (the highest point reached),
the velocity and acceleration are

1. both zero
2. one of them is zero (which?), or
3. neither is zero.
6. When a ball is thrown as a projectile (Figure 6.8), then at B (the highest point)
1. the horizontal velocity component is zero,
2. the horizontal acceleration component is zero,
3. the vertical velocity is zero, or
4. the vertical acceleration is zero.
6.6 Now try to answer the following problems.

1. When you push a door shut, why is it easier to push near to the door handle than near to the
hinge?

2. Why is it easier to pull a heavy object (i.e. a lawn mower or a sledge) along than to push it?
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Figure 6.7
Figure 6.8

How does the fairground wall of death work? Why do astronauts experience weightlessness in a
capsule a few hundred miles up from the Earth? 6.7 On some ‘private’ estates and also within the
grounds of a hospital, the authorities install a series of small ramps across the road to prevent motorists
from exceeding a certain speed limit. (The ramps are sometimes called ‘sleeping policemen’!) The
effect of driving too fast over such a ramp will be to cause the driver some discomfort and he or she
may hit the car roof. Investigate the situation when a car moves over the ramp. Consider the effect of
the springs of the vehicle which is travelling over a flat road. The springs will be compressed into some
steady-state condition. A car suspension system also uses dampers to prevent continuing oscillation.
Using the very simple model of a car shown in Figure 6.9, formulate a differential equation for the
displacement of the driver. This will be a second-order equation and is not too difficult to solve. (You
will need to use Hooke's law to model the car spring: the force of tension or compression is directly
proportional to the amount that the spring is stretched or compressed. Also assume the damper force is
proportional to the rate of change of displacement.) The data are as follows: the mass of the car is 1000
kg, the spring stiffness is 5 x 104 N m—1, the damper coefficient is 9 x 104 N m—1, and the ramp is
about 1 m across and its height is about 30 cm. 6.8 A common feature of all public buildings is some
mechanical device which will automatically close a door after someone has passed through. Can you
set up a model to explain how the effect is usually for the door to close fast when swung wide open, but
to close more gently as it moves to the shut position? This seems quite a large task,
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Figure 6.9

and so we shall suggest two systems for investigation: one simple (case A) and the other more
complicated (case B).

Case A is depicted in Figure 6.10 which shows a simple ‘arm’ which presses onto the door with a
certain force due to a coiled spring in the spring unit. The idea is that, with the door almost shut, the
pressure from the arm has reduced almost to zero. As far as the motion of the door is concerned, you
will need to regard its motion as that of a rigid body. This means that we shall need to know the
‘moment of inertia’ of the door about the vertical hinge axis (see, the book by Medley listed in the
Bibliography).

Case B is the more common two-armed version shown in Figure 6.11. Here contact between the
mechanism and the door and door frame are at fixed places and there are two freely joined arms which
cause the door to close.

Wall Wall
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Spring
Arm
=1 Door

Figure 6.10
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Figure 6.11

A length of chain is
hanging over the edge of
a horizontal deck. The
weight of the part
hanging vertically down
causes the whole length

6.9 to slide off. Motion is
slowed by the friction
between the chain and
the deck. Formulate a
mathematical model to
predict the motion of the
chain.

6.4 Second order, two variables (uncoupled)

When a body moves in two dimensions, we need two coordinates to specify its position at a given time.
Effectively we apply Newton's second law in two directions to obtain two equations of motion. Usually
these equations are uncoupled in the sense that each coordinate variable appears in only one equation.
The resulting mathematical formulation will be two simultaneous second-order differential equations.
Examples of this situation occur when we are modelling projectile motion. As an example which
contains features a little different from the standard projectile, consider the following ‘fireman’
problem.

Example 6.4
Context

A fireman is directing a jet of water into a window of a burning building. Owing to the heat, and the
danger of a wall's collapsing, the fireman wishes to stand as far back as possible, while still being able
to direct the water jet through the window. The scene is illustrated in Figure 6.12.
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Problem statement

In mathematical terms, the problem objective is to find the maximum value of the distance D so that
the jet still reaches the window.

Formulate a mathematical model

Some of the quantities in Table 6.4 are more important than others. Depending on the sophistication of
the model, we may decide to ignore certain features. To make a start, some assumptions are listed as
follows.

1. The water jet is effectively a stream of particles.
2. We can neglect air resistance, cross-winds, change in water pressure, etc.
3. The size of the window is neglected in the first model.
It is convenient to draw another diagram (Figure 6.13) in which the forces and velocities can be shown.

As we have hinted at the start of this section, we need to obtain two equations of motion. One of these
will represent the horizontal motion and the other the vertical motion. Newton's second law can be
applied in each direction separately and, in doing so, we get a pair of uncoupled equations, i.e. the
dependent

Table 6.4



Description Symbol Units

Initial velocity of water jet i ms
Height of window H m
Size of window
Width W m
Height il m
Forces acting
Gravity (g = 98065 m s ) mg M
Adr resistance R N
Height of fireman ] m
Initial angle of water jet x deg
Area ol cross-section of m’
waler jet A
Distance of fireman from m
base of wall D
Time i §
Coordinate variables X, m
Speed v ms '
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variables do not appear in both equations. This uncoupledness will help us to obtain the solution to the
model. In the next section, we see a situation where the model involves coupled differential equations
with a resulting different approach to the solution. Remembering that Newton's second law states that
force = mass x acceleration, we now apply this law to get our two equations: for horizontal motion

d’x 6.10
0=m—= (6.10)

di?

and, for vertical motion,



dr

Note that we have inserted m into the equations without saying what m represents. We can imagine a
small group of droplets sufficiently close to be taken together as a particle of mass m. The jet of water
can be regarded as a stream of such particles. The point about uncoupledness can be seen in equations
(6.10) and (6.11) since the dependent variables are x and y.

d*y (6.11)

—mg = m

Obtain the mathematical solution
Two straightforward integrations of these simple ordinary differential equations give

X = utcosa (6.12)

. [
y =utsinz —sgt" + h (6.13)

(do not forget the height of the fireman which is h ).

This is nice and familiar, but what are we supposed to be trying to solve? This was how far away the
fireman can stand and still direct his jet through the window. A moment's thought tells us that we are
not really interested in how long it takes for the water to reach its destination but are concerned with
the distances and angles involved. (Anyone in a burning building wishing to be rescued certainly will
be interested in how long the water takes to arrive, but that is rather different.) So, if time t is
eliminated between equations (6.12) and (6.13), then

)_\'3
p = xtana — % +h
' 2u° cos- o
This equation applies to all points on the jet. In particular, taking the jet to pass through the point x = D,
y = H (corresponding to the bottom of the window), then

gD*

_ &0 (6.14)
2utcos o

H = Dtana — + h
Now what interpretation do we put on this equation? On reflection we realise that H, h, g and u are
fixed, so that D is the variable to be maximised over changing a. Regarding a as a continuous variable,

we can differentiate in the usual way and put d D /da = 0.

This results in the condition u2 /g =D M tan a M , where D M and o M are the optimum values
sought. After some manipulation, we arrive at the equations that we want as the mathematical solution
of the model:

2

b u 6.15

SINT dyy = 2[u? — g(H — h) ;

., _ UV —2¢(H —h) (6.16)
M =

g

Note that equation (6.16) is valid only foru 2 > 2 g ( H — h ). Why do you think this condition is
necessary?

Interpret the solution

Can this result be validated? The following data are supplied and are substituted into equations (6.15)
and (6.16). Given thatu=20m s -1, h = 1.5 m and H = 15 m, then it is easy to calculate D and a to



get DM = 23.7 m and « = 59.8°.
Using the model

This model is capable of further development since there are several factors that we have neglected or
not investigated which might affect the usefulness of the results.

1. At what angle does the water jet enter the window?

2. The size of the window has not been brought into the model.

3. How sensitive are the results to changes in u, h and H ?

4. A water jet will spread out as it travels from the pipe; can we say anything about this spread?
5. Air resistance acting on the water flow has been ignored—was this justified?

The modifications necessary to deal with all these situations are left for you to incorporate, but we can
see that (b), for example, will affect the validity of equation (6.14) since it is not necessary for the
water jet to pass through the ‘coordinate’ point ( D, H ). The spread of the water jet is actually easy to
quantify by considering ‘mass conservation’ in Figure 6.14.

As the cross-section of pipe is A (m) and the initial velocity of the water jet is u (m s —1 ), the initial
volume flow equals uA (m 3 s —1). If at some subsequent stage the velocity is v with cross-section A,
then by the conservation of mass we have uA = vA '. Taking the diameter of the pipe held by the
fireman to be 10 cm, then since u = 20(m s —1 ) we have vA ' = 0.157. Thus, if v is calculated at some
point, in particular as the water is about to enter the window, then we can say something about the
spread (do you think that the jet is still circular in its cross-section?). On the assumption that the
fireman wishes to get all the water into the open window, this analysis will reduce the variation in D
consistent with hitting the target.

Water jet

Figure 6.14
Exercises

There are a number of modelling problems involving throwing, each of which can be tackled using a
similar mathematical model to that used in Example 6.4. Sports and games are a rich source for such
investigations and we shall give three situations here.



6.10

6.11

Football throw-in A throw-in is taken from a point roughly in line with the penalty spot with the
intention of landing the ball on the ‘striker's’ head. The team coach has said that running up before
throwing is necessary in order to make a long throw. Unfortunately there is a wind blowing
directly across the field towards the thrower. Also a football is affected by air resistance, which is
taken as directly proportional to the speed of the ball. Your job as modeller is to construct the
equations of motion which define the path of the ball and to decide whether the striker is likely to
have a chance of getting his head to the ball as it comes across. The data are as follows: the run-up
speed of the thrower is 4 m s —1 , the speed of the throw (relative to the thrower) is 1I5m s —1, the
wind velocity varies between 0 ms =1 and 15 m s —1, and the air resistance constant (per unit
mass) is 0.003 s -1 .

Basket shot When a foul occurs in a game of basketball, the attacking team may be awarded a free
shot in which a player attempts, unhindered, to throw the ball into the basket from a certain
position. In a way this is quite like the fireman problem, but the entry of the ball into the basket is
now crucial since, as the thrower soon finds out, the ball is apt to strike the basket rim and to
bounce out again! Obtain the two equations of motion again. Neglect air drag but this time the
angle of flight of the ball is needed so that we can examine whether it will actually pass into the
basket. Clearly the height of the thrower now matters and also the height of the gymnasium must
place some restriction on the ball's trajectory. The data are as follows: the basketball diameter is 25
cm, the basket hoop diameter is 45 cm, the height of the gymnasium is 6.5 m, the distance of the
throwing point from the basket is 4.6 m, and the height of the basket above the gymnasium floor is
3.05 m. Often a successful throw is achieved by rebound from the backboard, placed 0.5 m behind
the centre of the basket rim. Can you incorporate this feature into your model?

Putting the shot In this problem, we wish to maximise the distance thrown by a shot putter, where
the throw range is at a level different from the level of the throw projection point. The world
record is currently around 23 m. The question for the mathematical modeller is to offer advice
regarding the angle of throw. The projection speed remains about the same for all throws, the
ambient conditions in a given competition can be discounted since shot putting is a fairly local
activity, and so the variables reduce to the following.

1. The angle of throw.

2. The height of projection.

6.5 Simultaneous coupled differential equations

In many models the variables affect each other and the equation for the rate of change of one variable is
very likely to involve the other variables as well. This leads to systems of coupled differential equations
which as a rule are rather difficult to solve analytically. If time does not appear explicitly on the
righthand side of our equations, we can simply divide one equation by another to obtain an equation not
involving t. Suppose for example that we have the following equations:



Division gives
dyv  3x-—vw

E X4y

We could now go on to solve this differential equation, which would give us a set of curves in the x — y
plane. This is sometimes called a ‘phase plot’. In this diagram, time does not appear explicitly but is
implied in the sense that a particular curve in the phase plot shows how x and y change together as time
passes. We can think of the state of our system as a moving point starting from a point determined by
the initial values x (0), y (0), and subsequently moving along a solution curve of the differential
equation, usually referred to as the ‘trajectory’. This can be very useful for determining the
evolutionary behaviour of the model and for investigating how different starting values may lead to
different final results.

What this diagram cannot do, however, is tell us how much time is required for the system to evolve
from one point to another. To answer such questions, we have to go back to the original differential
equations. We may be able to substitute for one variable from one equation into another and to solve
the resulting differential equation. Alternatively, there are numerical techniques available for solving
systems of coupled differential equations. If we use a numerical method, we also have to select starting
values for our variables and usually the time step. We then obtain a print-out of the evolution of the
model starting from the chosen initial conditions. To find out what happens from other starting
conditions, we have to do separate runs of the model.

It is also worth considering what information we can get without solving the differential equations. In
particular, it is often instructive to look at values of the variables (if any) which make the derivatives
equal to zero. These are known as the ‘equilibrium points’ and they can have any of a number of

different stability properties. We can also look for restrictions on the values of the variables implied by
the signs of the derivatives.

Example 6.5
Modelling a battle
Context

The X army is about to attack the Y army which has only 5000 troops while the X army has 10 000.
The Y army, however, has superior military equipment which makes each Y soldier 1.5 times as
effective as an X soldier.

Objective

We wish to develop a mathematical model for the resulting battle and use the model for the following
purposes.

1. To predict which army will win.
2. To estimate how many troops of the winning army will be left at the end.

3. To calculate how many troops the losing army would have needed initially in order to win the
battle.

Formulate a mathematical model

Before getting around to developing a model for this specific problem, let us look at the assumptions
we can reasonably make when modelling a battle between two opposing forces. Our variables are x
(t), the number of X troops alive at time t, and y ( t ), the number of Y troops alive at time t. As in



section 6.2, we realise that these should be discrete variables but we make things easier by blurring the
distinction. We also assume that, at any time, all the troops of both sides are either alive and fighting or
dead, i.e. we do not consider any prisoners or wounded.

It seems reasonable to assume that, in an interval of time A t, the number A x of X troops killed will
depend on the length of the interval A t and on the number of Y troops opposing the X army at the
beginning of the time interval. Assuming simple proportionality, we have

Ax = —ay At

where a is a constant representing the effectiveness of the Y army. To be explicit, a equals the number
of X soldiers killed by each Y soldier in one time unit and can be referred to as the ‘kill rate’. We have
a similar relation for the Y army:

Av = —=bxAr

Letting At — 0, we derive the two differential equations

E = —av, a =0 (6.17)
dr -

and

ﬂ = —hux, bh=10 (6.18)
di

they apply for x > 0 and y > 0. These form a coupled system and we cannot integrate either of the
equations individually. The only equilibrium point is x = 0, y = 0, which represents mutual annihilation.
Otherwise we note that, while x and y are still greater than zero, both are decreasing and, as the
numbers fall, so do the rates of decrease diminish.

Eventually, we must reach a point where one of the armies has no men left and in our model this
signals the end of the battle.

We can eliminate time from our equations simply by dividing. We get

dy  bx
dx ay
or

ay dy = bx dx

The variables are separated and we can integrate both sides to give

b2

av hx® ¢

> 2 2
or
at = bx* + ¢
If the starting conditions are x =x 0,y =y 0, then
il ¥
avy = bxij+ ¢

So our solution can be written



.nr[‘r2 — 15) — b(x* — hi,l (6.19)

In the x — y plane the solution curve is part of a hyperbola as shown in Figure 6.15.

2 = bk .
Wi = "% then equation

Suppose, as a special case, that the initial sizes of the two armies are such that

(6.19) reduces to ay 2 = bx 2 or ¥ = VP¥ This means that the solution curve is the straight line

v/

through the origin with slope * ™ V¢ and the battle progresses inexorably from the point

¥
)
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Figure 6.15

(x0,y0) to the point (0, 0). We conclude from this that the condition for an evenly matched battle
(one that results in mutually assured destruction) is 4o = ™% |

It follows that a sensible measure of any army's fighting strength can be obtained from the square of its
size multiplied by its kill rate. This was pointed out by Lanchester in 1914 and is known as
Lanchester's square law.

If @5 = DXG: then the point (x 0, y 0) is above the straight line of equal fighting strengths in Figure
6.15 and the Y army will win. We can also check this from the general solution (6.19).

For the X army to win, we would have to have y = 0 while x is still greater than zero, and from

. . 2 i 2
equation (6.19) we would then have ~@i = #(%" — ¥j} 5o that * = (bxj = avy) /b However, we have
ayy, = bxj

assumed that ; so this equation has no solution in real numbers. On the other hand, equation

v = Mav: — bx2V/a.
(6.19) predicts that x = 0 when LY layy — bxp)/a

According to our assumption that the initial values satisfy “'i = a3 this gives a meaningful value for
y which is in fact our model's prediction for the number of survivors of the Y army at their moment of
victory.



Returning to our initial example, let us choose an hour as our unit of time and assume that 0.15 X
soldiers are killed by each Y soldier in 1 h and that 0.1 Y soldiers are killed by each X soldier in 1 h.
Our difference equations are A x = -0.15 y Atand Ay = -0.1 x A t, where A t = 1 h. We shall get
approximately the same solutions if we solve the differential equations.

dx
I = —GISI
ﬂ — —0.1x
dr

Our starting values are x 0 = 10 000 and y 0 = 5000. The fighting strength of the X army is 0.1 x (10
000) 2 = 10 x 10 6 while the fighting strength of Y is 0.15 x (5000) 2 = 3.75 x 10 6 . Our model
therefore predicts that the X army will win the battle with

1.,-"':["’)_\:5] —ay) /b= /(10 x 10® — 3.75 x 10°) /0.1 = 7906

troops remaining. For the Y army to
win their initial number of troops must be such that

¥ = bxlfa, ie. y2 = 0.1 x (10 000)°/0.15 or vy > 8165.

With the original values of x 0 = 10 000 and y 0 = 5000, how long will the battle last? This is not so
easy to answer but we can get estimates without actually solving the equations.

Initially, we have (/400 = =013 = =1000 . o) o he start of the battle the Y troops are being killed

at the rate of 1000 per hour. If this rate continued (in reality, it will not because the X army is also being
reduced) the Y army would be totally wiped out in 5000/1000 = 5h. The battle must therefore last at
least 5h. We can also find an upper bound for the duration of the battle by considering the rate at which
the Y troops are being killed towards the end of the battle. We know from our calculations that there

will be about 7906 X troops alive at that time; so &/ ena of e = —0-1 7906 = —=T90.6 £ ;0 had the
same constant value from the beginning of the battle, then we would have the simple model y = —790.6
t + 5000 which predicts y = 0 at t = 5000/7906 = 6.32.

We now know that the battle will last between 5 h and 6.32 h and a midpoint estimate would be 5.7 h.
These thoughts are illustrated in Figure 6.16. The exact answer can be found by solving the differential
equations. Differentiating the first equation, we have

d’x dy
— = 15—
dit 0.1 di

and substituting for d y /d t from the second equation, this becomes

X 015%0.
=l X

de

or

X 0015x =0

de-

This has a solution of the form

x = Aexp(V0.015¢) + Bexp(—V0.015¢) (6.20)
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Figure 6.16

where the constants A and B can be found from the facts that x 0 = 10 000 and y 0 = 5000. Substituting
t =0, we have

10 000 = x) = A + B (6.21)

The second fact is less easy to use. If we differentiate equation (6.20), we get

S VOOTS A exp(VOOTS1) — Bexp(~V00130)

and we know that

¥ —iu
Yo = 015
So
_ o
5000 — 30 — x’l].ﬂlﬂﬂ[if A) (6.22)

Solving equations (6.21) and (6.22) for A and B, we get A = 1938.14 and B = 8061.86. The size of the
Y army at any time is

—v/0.015[4 exp(+/0.015¢) — Bexp(—+/0.0151)]
0.15

exp(2e/0.015) = B/4 = 4.16

From this we deduce that y = 0 when , which gives t = 5.82 h, confirming

our previous estimate.

We calculated earlier that, for the Y army to win the battle, they would have needed 3165 extra troops
at the beginning. Suppose reinforcements for the Y army become instantly available (e.g. paratroops) at



some time after the beginning of the battle. We can calculate the number N needed for Y to go on to
win the battle from the fact that we need at least to make up the difference in fighting strength at that
moment, i.e.

/b
N=y—x—v»

o

~Vors*

This gives the following results.

t'h 0 1.0 2.0 3.0 4.0 3.0

N 3165 3577 4043 4570 5166 5839

Note that equations (6.17) and (6.18) constitute a simple battle model. Many other (and better) models
are possible using different differential equations based on more careful assumptions.

Example 6.6
Foxes and rabbits
Context

Suppose that some rabbits and foxes are living in a confined area where there is plenty of food for the
rabbits and the foxes depend on eating rabbits for their food.

Objective
Develop a model that will enable us to predict the numbers of rabbits and foxes alive at any time t.
Formulate a mathematical model

Our variables are x, the number of rabbits at time t and y, the number of foxes at time t. To proceed
with the model we need some assumptions. Suppose that left to themselves, i.e. in the absence of foxes,
the rabbits would increase their numbers by a factor of about 4 in one time unit. We can model the
growth of the rabbits by the differential equation

dx 1.4x when y =0

dr

Note that the exact solution of this is x(t) = x (0)e 1.4 t which is an example of exponential growth and
in one time unit the rabbit population is multiplied by the factor e 1.4 which is about 4.0552. If there
were no rabbits the foxes would starve to death. Suppose this would be at a rate of about 90% per time
unit. This means that (approximately)

dy

— = —(L.1v when x =1
d: .‘ Il X

When both rabbits and foxes exist together, it is reasonable to assume that the rate at which rabbits are
killed by foxes is proportional to the number of rabbits and also proportional to the number of foxes.
Also the more food there is for them the healthier the foxes become and the more young foxes are born.
With these interactions included our differential equation for the rabbits takes the form



E = L4x — 0.02xy
dit

The constant 0.02 represents the proportion of the rabbit population killed by one fox in one time unit.
(The value 0.02 is an arbitrary choice in the absence of real data.) Similarly our differential equation for
the foxes becomes extended to

dy

— = 0.001xy — 0.1y
dt )

Here the constant 0.001 represents the proportion of extra births in the fox population per time unit due
to the food value of one rabbit (again an arbitrary numerical choice).

Comparing the two differential equations that we have just written down with equations (6.17) and
(6.18), we see similarities and differences. The xy terms on the right-hand sides of the equations,
representing the interaction between the two populations, are present this time but with a positive sign
in the case of the foxes. Also both equations have a linear term representing a natural birth rate in the
case of the rabbits and a natural death rate in the case of the foxes. To investigate equilibrium points we
setdx/dt=0=dy/dt,i.e.

ldx —0.02xy =0 =0.001xy — 0.1y

One solution is obviously x = 0, y = 0, when there is no life at all. Another is given by solving 1.4 —
0.02 y =0 and 0.001 x — 0.1 = 0, which gives x = 100 and y = 70. According to this model and under
these conditions, 100 rabbits and 70 foxes would live ‘harmoniously’ together and their numbers would
remain at these levels indefinitely.

If we try the values x (0) = 100 and y (0) = 40, we find a cyclic behaviour in both rabbit and fox
populations, as shown in Figure 6.17.
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The rabbit population oscillates between about 6 and about 430, the whole cycle repeating itself with a
period of about 19.6 time units.

The oscillation in the fox population is from 40 to about 112 with the same period.

In the phase diagram (Figure 6.18), we see the rabbit and fox population levels plotted one against the
other and the trajectory is a closed curve, which is traversed once every 19.6 time units approximately.
The initial point is marked P and the arrows show the direction in which the trajectory is traversed. The



point E is the equilibrium point (100, 70).

At points along the section of the curve marked A, both populations are increasing. Note that in this
region we have x > 100 and y < 70 and the differential equations gived x /dt>0anddy/dt > 0,
confirming what we have just said. In the section marked B, having crossed the horizontal line where y
=70, we have d x /d t < 0, while d y /d t > 0. Our interpretation of this is that there are now so many
foxes that the rabbit population is decreasing. In section C there is not enough food for the foxes and so
they decrease as well as the rabbits (x <100 andy > 70 andsodx/dt<0and dy /d t <0).

Along section D, there are so few foxes that the rabbits are able to begin to increase their numbers
again and we return to point P. Note that the maximum and minimum values of y occur when x = 100,
the equilibrium value, and d y /d x = 0, while the maximum and minimum values of x occur when y =
70, the equilibrium value, and d y /d x = c. We cannot find the actual maximum and minimum values,
however, without solving the differential equations.

If we start with different values of x (0) and y (0), we find a similar behaviour with a trajectory in the
form of another closed curve going round the equilibrium point.
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Figure 6.18

However, if we make things very unfavourable for the rabbits by lowering their birth rate and revising
upwards our estimate of the effect of the foxes on the rabbit population, so that the differential equation
for the rabbits reads something like

E =0.7x —0.1xy

di

With the other differential equation unchanged, and starting with 100 rabbits and 100 foxes, we find
that after 4.6 time units we are down to fewer than one rabbit and about 68 foxes. If, regardless of this
disaster for the rabbits, we continue with our model, we find that the rabbit population reaches a
minimum of about 0.13 after 11.4 time units and then recovers, while the fox population reaches a
minimum of 7.02 after 29.2 time units, after which time both populations are increasing together.

We now realise that for the sake of realism we should have stated at the outset that our model applies



only when x > 1 and y > 1. The conclusion from our last run of the model is that the rabbits would all
have been wiped out after about 4.6 time units and the foxes would then either have to find an
alternative food supply or die themselves.

You will recall that we chose the coefficients in the differential equations arbitrarily and Figures 6.17
and 6.18 show the results. Curves similar to these have in fact been obtained from real data. An
example is the interaction between the Canadian lynx and hare.

Example 6.7

In chapter 5 there was Example 5.5 involving two lakes. The details are on Figure 5.5 which we
modelled as a discrete system. Let us now reconsider this example as a continuous system. Let c denote
the volume fraction of pollution ( ¢ will be a number between 0 and 1). This means that every m 3 of
lake water contains ¢ m 3 of pollution. Using c 1 and c 2 for the first and second lakes, the total amount
(m 3) of pollution in the two lakes is 100 000 c 1 and 50 000 c 2 respectively and their rates of change
are 100 000 c ' 1 and 50 000 c ' 2 . The rate of input of pollution to the first lake is 5 (m 3 d -1 ) and
every day 1000 m 3 of polluted water flows out of this lake (each m 3 containing ¢ 1 m 3 of pollution).
The rate of output of pollution from lake 1 is therefore 1000 c 1 and we can write down a differential
equation for lake 1:

100 000¢] = 5 — 1000¢,

The output from lake 1 becomes the input to lake 2 so the equation for lake 2 is:

50.000¢5 = 1000¢; — 1200¢;

To solve the problem we need initial values ¢ 1 (0) and c 2 (0), suppose for the moment that initially
these are both zero. With time they will both clearly increase and to find the time behaviour exactly we
need to solve the differential equations with these starting values. However, we can make some
predictions from the equations without solving them. Note that ¢ " 1 will approach zero as c 1
approaches 0.005. In other words as it approaches 0.005, c¢ 1 will stop changing and can never grow
beyond that level. With ¢ 1 at this level the equation for ¢ 2 will become 2 = 0001 —.024¢> from which
we see that c 2 will also stop changing when it reaches 0.004167. Figure 6.19 shows graphs obtained
by solving the differential equations for ¢ 1 and c 2 confirming these predictions.
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Exercises

6.13 In the above battle model, if the Y army had the minimum necessary number of troops to win, how



long would the battle last?

If instead of entering the battle en masse at a particular moment, the reinforcements arrived at a
continuous constant rate, how would you modify the model?

Two different species of insect live together and eat the same food. They do not interfere with
each other apart from the fact that they are competing for food. Make the following assumptions.

1. For both species the number of births in a small time A t is proportional to
1. At,
2. the present population size and
3. the amount of food available.
6.15 2. For both species the number of deaths in a small time A t is proportional to
1. Atand
2. the present population size.

3. The amount of food available is large but finite and steadily decreases as it is eaten by the
insects.

Derive a mathematical model based on these assumptions and use it to investigate what happens to
the two populations for various initial values and using different values of the coefficients in the
differential equations.

6.16 In the ‘rabbits and foxes’ model

1. What is the period (time it takes to go round the loop once)?

2. Note that the peak in the fox population lags behind the peak in the rabbit population.
What is the lag?

3. Find what happens when different values are put in for the coefficients in the differential
equations.

4. We assumed a constant proportion of the rabbit population is killed by each fox in one time
unit. Would it be more realistic to assume a constant number of rabbits killed by each fox,

in which case how would you modify the equations?

5. Can you extend the model to include grass? You will need to make assumptions about the
rate of growth of grass with time and the rate at which it is eaten by the rabbits.

6. Suppose foxes or rabbits or both are also killed by humans. How do you incorporate these



into the model? What are the results?

7. In reality there must be a time delay before a large surplus of food results in an increased
number of baby foxes. How can we include this? What effect does it have?

In Example 6.7 we took both c 1 (0) and c 2 (0) to be zero but in Example 5.5 ¢ 1 (0) was not zero
but 5000/100 000 = 0.05. What difference does this make to the model?

Suppose that the input of pollution to Lake 1 continues at the rate of 5 m 3 per day for four days
and then stops. For time t > 4 the volume of Lake 1 will now be 100 000 — 5( t — 4) so the
6.17 differential equation for c 1 changes to

(99980 — 5¢)¢," = —1000¢,

Show that this predicts a maximum pollution of about 1123 m 3 in Lake 2 after about 64 days.

Summary

In this chapter, we have looked at some models involving differential equations. This is a very
important area of mathematical modelling since very many models involve variables changing with
time. As with all modelling problems, there is no standard method of setting up the differential
equations relevant to the particular problem in hand but the following points may be useful.

1. After writing down the problem statement and listing your assumptions carefully, read through
and look for the words ‘change’, ‘rate’, ‘increase’, ‘decrease’, ‘growth’ and ‘decay’. Any of
these words will usually imply that a differential equation may be appropriate.

2. Differential equations result from applying an assumption or a ‘law’ governing rates of change.
Is there a well-known scientific law which applies to your particular problem (such as Newton's
mechanics) or do you have to derive one from your own assumptions? Very often the relevant
differential equation will come out of the following very simple ‘input-output’ principle:

{net rate of change} = {rate of input} — {rate of output}.

Although this seems very obvious, you will find in practice that, once you have written this
down and substituted appropriate expressions involving the variables which appear in your
model, you will have your differential equation in front of you.

3. Before rushing into trying to solve a differential equation, stop to think. Does the equation make
sense in terms of what you know about how the

model should behave? Check that each term in the equation has the same physical dimensions (see
chapter 4). If time is the independent variable, the choice of time unit is up to you; it could be seconds,
hours or years.

Choose whatever is most appropriate for the time scale of the model that you are dealing with. Make
sure that any parameters, etc., that appear have values referred to the same time unit. Can you draw any
conclusions from the equation without solving it? Are there any values of the variables for which the
derivative is zero? What are the implications? Under what conditions are the derivatives positive,
negative, very large and very small? Does the equation imply any restrictions on the values of the



variables, e.g. the equation dvfde = vx =5 g meaningless if x < 5. Are there any restrictions on the
variables arising from physical factors?

Solve the equation analytically if the integration looks easy. Remember that a single integration of a
first-order differential equation will give you a set of solution curves with an arbitrary constant. Use
any available particular information such as starting values of the variables to derive the values of
arbitrary constants. If an analytic solution seems difficult to obtain, use numerical methods. There are
many methods to choose from and also software packages for both large and small computers are
available, especially designed for modelling problems involving differential equations.



CHAPTER 7
Using Random Numbers

Aims and objectives

In this chapter we develop models in which one or more variables are modelled as random. We look at
how such models can be implemented in practice using computer-generated random numbers.

7.1 Introduction

In chapter 2, we came across situations where chance played a part and some of the variables were
random variables. In chapter 3, we described models involving random variables as ‘stochastic’ or
‘probabilistic’ models. They obviously form a very important class of problem since uncertainty is an
ever-present feature of real life. Here we look a little more closely at what is involved in developing
and using probabilistic models.

7.2 Modelling random variables

What exactly do we mean by a random variable? Clearly a random variable is one whose value is
unpredictable in advance, but there is more to it than that. Although an individual measurement of a
random variable is unpredictable (except possibly to say that the measured value cannot fall outside a
certain range) the long-term pattern of values is predictable in a statistical sense. We take the view that
randomness is not chaos but has a pattern to it and it is this pattern of randomness that we try to model.

Can we find a model for the following data?

Time /s 0 l 2 3 4 5 6 7 h 9

[ ]

1 1 L]

L]

Variable X | 0 2 2 1

X appears to be a discrete random variable taking the values 0, 1 and 2. It is not possible to write down
a deterministic formula relating X and t. Instead, we

describe the pattern of randomness mathematically by counting the number of times that the different
values of X occur and putting together a frequency table as follows.

X 0 I 2

Frequency 3 3 4
Relative frequency 0.3 0.3 0.4

This table gives us the pattern for the random variable X. The relative frequencies tell us what
percentages of the measurements of X have resulted in that particular value. If we needed to build a
model involving this random variable, we could assume that this pattern will always apply no matter
how many times we measure X. We would be making a general assumption based on very few data and
in effect treating the relative frequency distribution as a probability function. An alternative would be to
assume a simple theoretical model for the probability function. For example, we could assume that the
three values are in principle equally likely so that the probability function is as follows.
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This example illustrates the two choices that we have in creating models for random variables.

1. Use a theoretical model. In any book on mathematical statistics, you will find several standard
theoretical models such as the binomial distribution and we shall discuss the main ones later.
Each one is based on certain assumptions holding true; so our choice depends on making the
appropriate assumptions for our particular model.

2. Use the relative frequency table based on actual data without attempting to fit a standard
theoretical model.

The advantage of the first approach is that we can make exact statements about the probabilities of
various outcomes and we have the power of mathematical statistics at our disposal. This advantage,
however, is limited to fairly simple situations. As the complexity increases, the mathematics becomes
too difficult. The advantage of the second approach is that we are conforming exactly to observed data
rather than using models based on assumptions, and increasing complexity does not present a great
problem, simply more work. The disadvantage is that we are no longer able to use mathematical
analysis and instead we have to resort to simulations and to rely on statistical results from our models.

When making our choice of model, the first important consideration is whether we are dealing with a
discrete or a continuous random variable. A discrete random variable is one that can take any value
from a set of distinct values but nothing in between. For example the number of children in a family
has to be a non-negative integer. A continuous random variable, on the other hand, can take any value
within a certain range, e.g. a child's height. In practice the distinction between the two types is often
blurred because continuous variables will be measured to the nearest unit on some scale of
measurement, e.g. height to the nearest centimetre. One of the modelling decisions that we may have to
make is whether to represent a particular variable as continuous or discrete.

Theoretical models for discrete random variables are specified by a probability function p ( x ) =
Prob( X = x ), which is the probability that the random variable X takes the value x. The simplest
model is the discrete uniform distribution where each value has the same probability. This is what we
would probably use if X represented the score on an ordinary six-sided die as used in games of chance.

A very useful discrete model is the binomial distribution. If there are n independent items, each of
which has a constant probability p of being a certain type, then the number X of items of that type is a
random variable whose probability function is

plx) = (D;}"{I -p) x=0.1,2,...,n

Suppose that events occur at random such that in a small time interval A t the probability that an event
occurs is AA t and the probability that more than one event occurs is zero. If X is the number of events
occurring in one unit of time, X is a random variable whose probability function is

Aexp(—4)

| x=012, ...
X

plx) =

This is the Poisson distribution and the sequence of events is described as a Poisson process.

Data on a discrete random variable can be put into a relative frequency table as we did for the first



example in this section. When the number of observations is large, we expect the relative frequencies to

correspond closely to the values of the probability function.

Theoretical models for a continuous random variable are specified by a probability density function
o0 dx — 1

(pdf) f ( x ) where f ( x )>0 for all x and Josef () dx =1 The probability that the random variable

takes a value between x 1 and x 2 is given by Ju f1x) d.

The simplest example is the continuous uniform distribution on the interval [ a, b ] (Figure 7.1). For
this,

fix)
F 3
LI I
b-a
0 a b "X
Figure 7.1
] Ty |
.  —— a=x=h
flx) = { h—ua
0, otherwise

For example, if 8 is the angle that a spinning pointer makes with a fixed direction when it finally comes
to rest, then (unless the pointer has a tendency to stick in a particular direction) 0 is a random variable
and the appropriate model is the continuous uniform distribution on [0°, 360°].

In the Poisson process described earlier, the time gap between consecutive events is obviously a
continuous random variable. Its pdf is f ( x ) = Aexp(—A x ), x 20, and it is known as the exponential
distribution (Figure 7.2).

Note that small time gaps are quite common (high probability) while long time gaps are rare. The mean
time gap is 1/A.

Another very useful and popular model for continuous random variables is the Normal distribution
(Figure 7.3). The pdf is



o] (5]

There are two parameters p and o; p is the mean and determines the central position while o is the
standard deviation and determines the ‘width’ of the curve.

Data on a continuous random variable can be put into a relative frequency table just as in the case of a
discrete random variable but the difference is that in

f(x)
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Figure 7.3

the case of a discrete random variable each relative frequency corresponds to a particular value of the
random variable. For a continuous random variable, each relative frequency corresponds to a range of
values of the random variable. For example a student finds that his journey to college can take up to 20



min. He records the time t on a number of occasions and tabulates the data as follows.

fmin O-10  10-15 15-20

Relative frequency 0.2 0.5 0.3

This is an example of a frequency table (or, when plotted graphically, a histogram) for a continuous
random variable.

7.3 Generating random numbers

The toss of a fair coin produces a random outcome which can be used as an observation of the discrete
random variable X whose probability function is the following.

X 0 1

plx) 0.5 0.5

If we needed to simulate a value or a set of values of this random variable, we could do it by tossing the
coin and recording the results. This is rather limiting, however, and for random variables with other
distributions we use computer-generated pseudo-random numbers. These are produced in a sequence
based on a formula. The numbers obtained do not have any obvious pattern and, when suitably scaled,
it is found that their distribution corresponds very closely to the uniform distribution on the interval
[0,1].

An example of such a formula is
Xy+1 = 97X, + 3(mod 1000)

Xt

Ruiv =000

An arbitrary starting value (‘seed’) is taken—for example X 0 = 71; then, to get X 1, we substitute for
X 0 in the formula, which gives 6890. Next we count any multiples of 1000 as being equivalent to zero,
which gives 890. We then divide by 1000 to give R 1 = 0.890. Substituting X 1 = 890 gives R 2 =
0.333... and so on for as long as we like. (Eventually we shall get back to 71 and repeat the cycle but
only after a very long time.)

In many high-level programming languages and on pocket calculators a standard function usually
represented by some name such as RND produces a pseudo-random number of this kind. From now on,
we shall use RND to stand for a generated random value from the uniform continuous distribution on
[0, 1].

We can build other random variables from this. For example X =a + (b —a ) RND gives a random
variable whose distribution is the continuous uniform distribution on the interval [ a, b ].

If we want to produce values for the exponential distribution with parameter A, we use X = —(1/A) In
(RND) or, more conveniently, X = — m In (RND), where m is the mean.

Values for the Normal distribution with a mean of 0 and a standard deviation of 1 can be produced by
taking two RND values and then using the formulae



X; =[-2In(RND)]'* cos(2zx RND;) and

(=]

X2 =[~2In(RND;)]"/? sin(2z RND;)

to give two values of X. If values from the Normal (y, o 2 ) distribution are required, then use X = o X
l1+poroX2+p.

To obtain values for discrete random variables, divide the [0, 1] range into appropriate parts. For
example, suppose a discrete random variable has the following probability function.

X 1] | 2

plx) 0.3 0.3 0.4

Take an RND value; then, if 0 < RND < 0.3, this means X = 0, if 0.3 < RND < 0.6, this means X = 1,
and, if RND > 0.6, this means X = 2.

RMD O 0.2 0.4 0.6 0.8 1.0
| |

X =——X=0—+==+—X=1—+==+—— X=2—+

This ensures that the values 0, 1 and 2 come up statistically with the right frequencies.

We use the same idea for a continuous random variable tabulated into classes except that we take the
generated value of the random variable to be the class midpoint.

X (=10 1015 15-20

Relative frequency 0.2 0.5 0.3

An RND value of 0.36 would be translated into X = 12.5. A refinement would be to use linear
interpolation rather than just to take the midpoint, i.e.

X 10 0.36-02

5 0.5

giving
X =116

To simulate a theoretical distribution for a continuous random variable with known pdf, there are two
main methods available.

1. The inverse cumulative distribution function method If the pdf of a random variable is f ( x ),
the cumulative distribution function is Fix)= [ S ) di and if regarded as a random
variable, F is uniformly distributed on [0, 1]. A value of RND is taken from the uniform [0, 1]

distribution; then the equation RND = F ( x ) is solved to find the corresponding value of x (= F
—1 (RND)). For example, suppose that

£(x) = 0.5sinx, O<x<m
Y 0, otherwise

The graph is shown in Figure 7.4



The cumulative distribution function is

F(x) = / 0.5 sins dr
S

= [—0.5 cost],
= 0.5(1 —cosx)
f(x)
A
05 — = = = = = = = =
0 x "X
Figure 7.4

Inverting RND = 0.5(1 — cos X ) gives
X =arccos(l — 2RND)

This is the formula we need for generating X values for this distribution.

The rejection method For this, we need two RND values to generate one X value. Suppose that f(x) =0
except on the interval [a, b] and that the maximum value of f(x) is c (Figure 7.5). To generate an X
value, we go through the following steps. Generate RND1 and RND2 from the uniform [0, 1]
distribution. Use RND1 to calculate x = a + (b — a) RND1. Calculate f(x). Use RND?2 to calculate y =
cRND2. If y < {(x), then accept x; otherwise reject x and return to step (a).

For the above example, we would use a =0, b =mn and c = 0.5.

You can see that the RND function provides us with the raw material that we need to generate sample
values of random variables. This is called ‘simulation’ and it breathes life into our probabilistic models.
Note that in this chapter we are using the term ‘simulation’ as short-hand for ‘stochastic simulation’
(see section 3.2 for a wider discussion on simulation).
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Figure 7.5

7.4 Simulations

What we mean here by a simulation is a probabilistic model set in motion by a stream of random
numbers. As a simple example, consider the following problem.

Example 7.1

A train leaves station A at a time which is about 1.00 pm but distributed as follows.

Time of departure 1.00 pm 1.05 pm 1.10 pm

Relative frequency 0.7 0.2 0.1

The train's next stop is at B where you are hoping to catch it. The train's journey time from A to B is
variable with a mean value of 30 min and a standard deviation of 2 min. Your time of arrival at B is

distributed as follows.

Time 1.28 pm 1.30 pm 1.32pm 1.3 pm

Relative Mrequency 0.3 0.4 0.2 0.1

What is the probability that you catch the train? An equivalent way of posing the question is on what
percentage of occasions under these identical conditions will you catch the train? It is this second
(relative frequency) interpretation which we use to obtain an answer by simulation. We need random
numbers; so we shall use those given by the formula in section 7.3, which are 0.890, 0.333, 0.304,
0.491, 0.630,.... What we need to simulate are the following.

1. The departure time t 1 of the train.
2. The journey time t 2 of the train.

3. Your arrival time t 3 at the station.



We are interested in whethert 3 <t1+t2.

To run the simulation, we simply need to produce values fort 1,t 2 and t 3 and to test the condition. It
is not obvious how to get a value for t 2 . We do not know the distribution; so we shall have to assume a
model. Let us take the normal distribution with a mean of 30 min and a standard deviation of 2 min.
Note that we are treating t 1 and t 3 as discrete and t 2 as continuous. This is only because of the way

that our data were presented.

Using a minute as the time unit and counting from t = 0 at 1.00 pm our model is made up as follows:

0<RND <07, =0
0.7<RND =09, =5 3}
09 <RND <10, = I'D,

(0 < RND < 0.3, =28
0.3 <RND < 0.7, =30
0.7 < RND < 0.9, 1, =32
0.9 < RND < 1.0, 3 =34

t2=2X+30
where X = [-2In(RND 1 )] % cos(2nRND 2 ). The calculation gives the following table.

RND I f5 I3
0.890 5 - -
0.333 _ 29 _
0304

0.491 _ - 30

So, on this occasion, you arrive 4 min before the train comes in. Note that we must not use the same
RND value for more than one purpose. This would lead to false correlations between variables in our
model.

The conclusion from this single run of the model is that you caught the train, but obviously this does
not answer the original question. We need to do several runs and to record the percentage of runs on
which we catch the train. The answer that we get can only be regarded as an approximation. To find the
exact answer by this method, we would have to carry out a theoretically infinite number of runs. This is
a feature of all simulation models. We must carry out many runs and calculate averages from our
results. Clearly, it will be a great help if we implement our model in the form of a computer program.

The above example is rather trivial and far from typical of the kind of model for which simulation is
usually used. In practice, we normally refer to the set of circumstances which we are trying to model as
a ‘system’. We shall take a simple model of a hairdresser's shop as an example of a system.

Example 7.2

Customers arrive at a hairdresser's shop at random times. There are two assistants, A and B. 60% of
customers require a cut, which takes 5 min; the other 40% require a shampoo and cut, which takes 8
min.



Generally speaking, the basic elements needed for carrying out any simulation are as follows.

1. A set of state variables whose values completely describe the system at any time.

2. A procedure for calculating new values of the state variables at time t + 1 from those at time t.
In our example there are three state variables.

1. The number of customers waiting (discrete non-negative integer).

2. Whether or not A is busy (yes or no).

3. Whether or not B is busy (yes or no).

A run of the simulation consists of a series of calculations starting with the values of the state variables
at t = 0 and ending at some time t = END. An event is a point in time when a state variable changes its
value. In our example the events are as follows.

1. An arrival.

2. Start of service by A.
3. End of service by A.
4. Start of service by B.
5. End of service by B.

An entity is a discrete item which either is a permanent part of the system or enters and leaves, e.g. a
customer, a lorry or an order. Here the entities are the customers and the two assistants.

There are two types of procedure for studying a simulation model.

1. Time slicing where we examine the state variables and the whereabouts of the entities at time
slices (usually equally spaced). At each time slice the state variables may or may not have
changed.

2. Event sequencing where we examine the system at each event, regardless of the time between
events.

These two approaches are sometimes referred to as ‘time-driven’ and ‘event-driven’ models. Generally,
we use time-driven models for continuous deterministic systems and event-driven models for
probabilistic discrete systems, but this is not always the case and for this particular example we shall
use both types.

For the time-slicing model, we must decide how large to make the time slices and for simplicity we
shall take 1 min. The description of the problem did not contain any information about the rate of
arrival of customers. Suppose that in any minute the probability that a customer arrives is 0.5. There are
actually two kinds of customer, depending on whether they have come for a cut or for a shampoo and
cut. We can make up a crude and simple model by taking the average service time 0.6 x 5+ 0.4 x 8 =
6.2 min and taking this to apply to all customers.

A coin will do as a random-number generator, where T is tails and H heads. Suppose that a sequence of
tosses gives THTTHTTTHHT.... Taking T to indicate an arrival and taking the initial state to be no
customers, we run through the first 10 min as follows.



Tme/min Arrival? A busy? B busy? Queue

0 No No No 0
1 Yes Yes No 0
2 No Yes No 0
3 Yes Yes Yes 0
4 Yes Yes Yes ]
5 No Yes Yes 1
6 Yes Yes Yes 2
7 Yes Yes Yes 3
8 Yes Yes Yes 3
9 No Yes Yes 3
10 No Yes Yes 3

At this point, we shall stop to ask what we hope to get out of it. The usual things of interest are the
average queue length, the maximum queue length, the average waiting time of customers, and the
percentage busy times of the two assistants. We shall look at how to calculate these results in section
7.5. The point of creating the model is, of course, not just to try to mimic the real system but to obtain
answers to questions. These will usually be questions about the effects of making changes such as
employing an extra assistant, or altering the service time.

In our simple model, we have made a number of assumptions as well as gross simplifications.

1. We assumed (for our own convenience) that the probability of an arrival in any minute is 0.5. If
we had data indicating that a more accurate figure would be 0.3, we could no longer use the
coin. We would use the RND function, taking RND > 0.3 to mean that a customer arrives.

2.

We implicitly assumed that more than one customer would never arrive in the same minute. If this had
been observed to happen, it would mean that our choice of 1 min as the time slice was not good; a
smaller time would be better.

We assumed that, if both assistants were free, a customer would make a random choice between them.
If necessary, we could build in a preference into our model. We assumed a ‘queue discipline’ of first
in, first out’ (FIFO). Some customers might have prior bookings and would get priority. In practice a
customer might, on arriving and finding a long queue, decide not to stay. A customer who had been
waiting a long time might also get tired of waiting and leave without being served. One of the assistants
might take a short break. We could include all these possibilities in the model.

An event-sequencing model requires more work but enables us to get closer to the real situation. We
use the term activity to refer to the time between two events. In our problem the activities are as
follows.

1. The queueing time.
2. The service time by A.
3. The service time by B.



The duration of an activity may be constant or random. If random, then we need a distribution to model
it. We also need to specify how many entities can use the activity in parallel. In our example there can
be many customers waiting simultaneously but an assistant can only serve one at a time. Many systems
can be regarded as consisting of entities passing through a number of activities. The paths taken by the
entities can be shown in a flow diagram. If more than one entity can be engaged on an activity in
parallel, we must show this in our flow diagram, and whether or not there is an upper limit.

An attribute is a property of an individual entity, e.g. the size of an order, or whether a lorry is full or
empty. The attribute could be constant or could change during the simulation and there could be a
number of attributes attached to each entity. In our example each customer has only one attribute — the
type of service required.

It may be useful to think of a queue as a special kind of activity. The most obvious feature is that there
will often be many entities engaged in this activity at the same time. There also has to be a queue
discipline such as ‘last in, first out’ (LIFO) or FIFO and, when there is more than one queue leading to
the same activity, we need rules to state which queue has priority. We may also need priority rules
within a single queue. These may be based on the attributes of the entities, e.g. ‘empty lorries have
priority’. Queues are different from other activities in that the length of time that an entity stays in a
queue depends on

factors such as the number of other entities in the queue, priorities and rules. We cannot just sample the
queuing time from a distribution.

Another special activity required is the generating activity for generating arrival events. This activity
represents the inter-arrival time and we often use the exponential distribution as a model.

To carry out the simulation, we generally have the following options.
1. Work it through by hand.
2. Use a specially written computer program.
3. Use a computer package or simulation language.

Option 1 is obviously the most tedious and least efficient but it has the merit of helping us to sort out
our ideas clearly. It is often a good idea at least to start a hand simulation until we are confident that we
have modelled all the necessary details correctly. We can then turn to option 2 or option 3.

The standard procedure for carrying out a hand simulation involves the following steps.

1. Make a list of the entities (and attributes if any), state variables, activities and queues. For each
activity, write down starting conditions (if any), method of determining duration, and the
maximum allowed number of entities in parallel. For each queue, state the queue discipline and
any other operating rules. Write down the starting conditions and the end time (or ending
condition) for the simulation.

For the hairdresser's example, let us assume that the inter-arrival time has the exponential
distribution with a mean of 3 min. We can then simulate the time between arrivals by —3
In(RND) (min). Let us work through the simulation as far as the arrival of the tenth customer.
We list the complete problem as follows.



Entities Customers (attribute: P(cut) = 0.6; P(wash and cut) =
0.4).
Assistant A.
Assistant B.
Activities Inter-arrival (exponential; mean = 3 min).
Queue (unlimited; FIFO; no priorities).
Service by A (cut, 5min; wash and cut, 8 min).
Service by B (cut, 5min; wash and cut, 8 min).
Events Arrival.
Start of service by A.
End of service by A.
Start of service by B.
End of service by B.

1. Draw a flow diagram (Figure 7.6) showing the events and activities. This shows the paths that
we have to trace out as we follow through the simulation and it can be useful in constructing a
computer program. Remember that events are points in time, and activities are things that take
time.

2. Draw up a table (‘trace table’) which will enable you to step through the simulation from event
to event. This should include the time since the start of the simulation (‘CLOCK”’), the next
event and the state variables on each line.

3. Produce as many RND values as you need. You may use these as you wish, provided that you
do not use the same value twice. Either produce them as and when they are needed or produce
them at the beginning of the simulation and convert them into the required information. For our
hairdresser's shop we need a total of 19 RND values, nine of them for the inter-arrival times and
one for each customer to find out whether they have come for a cut (RND < 0.6) or a wash and
cut (RND > 0.6).



Cut or wash

RND —3In(RND)  Arrival CLOCK RND and cut?
0.071 7.935 ] [ 0.570 Cut
0.890 0.350 2 7.935 0.293 Cut
0.333 3.299 3 8.283 0424 Cut
0.304 3.572 4 11.584 0131 Cut
0.491 2.134 5 15.156 0.710 Wash and cut
0.630 |.386 6 17.290 1.873 Wash and cut
0.113 6.541 7 15.676 0.684 Wash and cut
0.964 0.110 b 25217 ).351 Cut
0.511 2014 9 25.327 0,050 Cut

10 27.341 (1.853 Wash and cut

We have used the random-number sequence from section 7.3 and converted the first nine (from
0.071 to 0.511) into arrival times by the formula —3In (RND). The next 10 (from 0.570 to 0.853)
have been used to decide the type of service required for each customer.

Note that we have started the CLOCK at the time of the first arrival and accumulated the inter-
arrival times to get the CLOCK times for subsequent arrivals. We have kept accuracy to three
decimal places, which probably was not necessary.

Figure 7.6

Fill in the trace table, taking care to identify the next event correctly at each step. We have used the
abbreviation EOS for ‘end of service’ and Arr. 2 for ‘Arrival number 2, etc.

Note that we have assumed that as soon as an assistant has finished serving one customer he or she
instantly takes another one (if there is one) from the queue. Note also that the queue does not include
customers being served. Many mathematical modellers do include the customer being served as being
still in the queue. Watch out for this and make sure that you have explained your method clearly.

It seems rather unrealistic to assume constant service times of 5 and 8 min. If we wanted to allow
variable service times, how would we do it? The choices are either to assume some models for the
distributions, such as a uniform distribution of between 4.5 and 5.5 min for a hair cut or, if data are
available, to take sample values using the relative frequencies as we did in section 7.3. We could
obviously assume different distributions for the two assistants instead of assuming that they are
identical as we have done.



CLOCK  Next event ) Start A End A Start B End B

] EOS Aat 5000 0O ] 5.000 - -
5.000 Arr. 2at 7935 0 = - - _
7.935 Arr, 3at B285 0 - 7.935 12,935

BI85 Arr. 4at 11584 0 H.285 13.285 7.935 12.935
11.584 EOS Bat 12935 1 B.285 13.285 7.935 12.935
12.935 EOS Aat 13.285 0 B.285 13.285 12.935 17.935
13.285 Arr, Satl5lse 0 - - 12,935 17.935
15.156 Arr. 6at 17290 0 15.156 23.156 12.935 17.935
17.290 EOS B at 17.935 | 15.156 23.156 12.935 17.935
17.935 Arr, Tat 18676 0 15.156 23.156 17.935 25,935
18.676 EOS Aat 23156 | 15.156 23.156 17.935 25935
23156 Arr. 8at 25217 0 23.156 31.156 17.935 25.935
25.217 Arr. 9at 25327 | 23.156 31.156 17.935 25.935
25.317 EOS Bat 25935 2 23.156 31156 17.935 25935
25.935 Arr, 10 at 27.341 1 23.156 31156 25935 30,935
27.341 EOS Bat 30935 2 23.156 31.156 25935 30.935

Exercises

7.1 Obtain an answer for Example 7.1 (the probability of catching the train).
Run the hairdresser's shop model using the following information.
1. When the shop opens, there are no customers waiting.
2. The inter-arrival time of customers has the exponential distribution with a mean of 3 min.
3. 60% of customers require a cut and 40% require a shampoo and cut.

7.2 4. Assistant A's service time is exponentially distributed with a mean of 5 min for cutting and a
mean of 8 min for washing and cutting.

5. Assistant B's service time is exponentially distributed with a mean of 4.5 min for cutting
and a mean of 7 min for washing and cutting.

6. Customers finding a queue of six people or more when they arrive will not stay.

7. Both assistants will take a 1 min rest after serving five customers without a break.
Run the model until 30 customers have passed through the system. Calculate the average waiting time,
the average queue length and the number of customers who turned away. Also calculate the percentage
busy time for both assistants. How would these figures change if

1. assistant A's mean service times could be reduced to those of B?

2. the mean inter-arrival time became 2 min or less?



3. a third assistant with the same mean service times as A was employed?

7.5 Using simulation models

Having developed a model which seems to simulate a system with reasonable success, do not think the
major part of the work is over! A single run of the model tells you nothing more than that the model
appears to be behaving as it should. To make use of the model, you need to make several runs and to
analyse the results. The kind of analysis which may be needed depends on the objectives for the model
and these should be stated clearly at the start. (In our hairdresser's example, our only objective was to
go through the mechanics of developing a simulation model.)

In practice the objectives for a simulation model can be varied but very often they include some of the
following.

1. Collecting statistics on the long-term behaviour of a system If we are trying to simulate the
operation of a port, for example, we may well be interested in extremes of congestion which
may occur from time to time and which will be revealed in a long-term study of the port's
operation. We can, of course, run through a very long period of simulated time in a few minutes
of real computing time.

2. Comparing alternative arrangements of the system This is where a good simulation model pays
dividends. Making alterations to a complicated system can be very costly and time consuming
in the real world. In the model world, we can make alterations quickly and easily. Examination
of the results will help in deciding whether or not to go through with implementing the changes
in the real world.

3. Investigating the effects of changing parameters We can use a model to find what happens if for
example the mean time between arrivals decreases. Will the system be able to cope? What
happens if the service times are increased?

4.

Investigating the effects of altering the modelling assumptions We may have used a rather simple
model and are wondering whether it will make a significant difference if we improve it slightly.

Finding optimal operating conditions for the system There may be a number of different possible
arrangements of services and queues within a system and we want to find out the ‘best’ arrangement.
We shall obviously need some kind of performance measure which we can use to identify the best
arrangement.

A constant problem with simulation models is the choice of initial conditions. What happens in the
model depends, sometimes for a surprisingly long time, on the initial state. If we start from a rather
‘artificial” state such as having no queues and no customers in a system, we need to run the model for
some time before we get into a more typical ‘busy’ state. In many systems, this ‘typical’ behaviour,
once we have reached it, carries on indefinitely and is known as the steady state. The build-up period
before reaching the steady state is referred to as the transient stage.

Before running your model, consider whether you want to simulate the steady state or transient
behaviour of the system. If it is the transient stage, then you must think carefully about the starting
conditions. For the steady state, unless you know what a typical state of the system looks like, your
only option is to put in an arbitrary set of starting values and to run the model for long enough for the
effects of your starting values to be wiped out. In this case, when you come to analyse the results, you
will of course ignore the data covering the transient stage. How many events you will have to generate



to reach the steady state is impossible to say; you have to experiment.

To carry out a simulation study, we make several runs of the model and collect statistics from each run.
In particular, we want statistics on the performance measures mentioned earlier. Exactly what these are
depends on the problem and on the point of view that we wish to adopt. From the point of view of
customers the important performance measures are the following.

1. The average waiting time.
2. The average queue length.
3. The maximum queue length.

From the point of view of the system, it may be more important to look at the percentage idle time of
servers and customer turn-over rate.

Note that for different runs you should use different random-number streams except when comparing
two systems, when it would be useful to have exactly the same arrival pattern, for example. Note also
that we talk about ‘runs’ without specifying how long each run is. Again this is something that can be
decided after experimenting with your model. You can obviously

choose either of two ways of ending a run: after a specified CLOCK time has elapsed or when a certain
condition is satisfied. In a model involving simple arrivals, for example, you could end the run after a
specified number of arrivals.

Let us now take a more detailed look at how to collect the relevant statistics, using the hairdresser's
example again. Suppose that our original objective had been to calculate the following.

1. The average waiting time of customers.

2. The average queue length.

3. The maximum queue length.

4. The percentage busy times of the two assistants.

Let us run the simulation from CLOCK = 0 to CLOCK = END. Note that there are two quite different
sorts of averages involved here: an average over time and an average per customer. Let Q be the
number of customers queueing at any time. The graph of Q against CLOCK time might look like
Figure 7.7.

The average value of Q over time is 0 where € * END = the total area under the graph. Let A t
represent an interval of time over which Q remains constant (where A t itself is variable of course). As
we run through the simulation, we accumulate the sum %( Q At ). Let N denote the total number of
arrivals during the run. The two averages that we need are given by
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Figure 7.7
. (Y
average queue length Q “END
average waiting time W = w

Here is part of the trace table for the hairdresser's model showing the accumulated queueing time X£( Q
At). Note that it only shows the times at which Q changes.

CLOCK 0© 1 A1 S (QAR)
0 0 0 0 0
11.584 1 0 0 0
12935 0 1.351 1.351 1.351
17290 1 4.355 0 1.351
17935 0 0.645 0.645 1.996
18.676 1 0.741 0 1.996
23156 0 4.480 4.480 6.476
25217 1 2.061 0 6.476
25327 2 0.110 0.110 6.586
25935 1 0.608 1.216 7.802
27.341 2 1.406 1.406 9.208

The total elapsed time END is 27.341. The number N of arrivals in this time is 10. The maximum
queue length Q max was 2. The accumulated queueing time is £( Q A t ) = 9.208. The mean queue

length Q is 9.208/27.341 = 0.34. The mean waiting time W is 9.208/10 =~ 0.92 min.

We ought to mention that we terminated the simulation with two customers being served — one in the
queue and one newly arrived.



The total time for which server A was busy was (5 — 0) + (13.285 — 8.285) + (23.156 — 15.156) +
(27.341 — 23.156) min = 22.185 min. Assistant A was therefore busy for (22.185/27.341) x 100% =
81% of the time. Assistant B was busy for a total of 19.406 min or about 71% of the time.

Note that it may not be sufficient just to calculate averages because these give no indication of
variability. For each run, we can give more statistical detail by means of histograms showing the
distribution of waiting times, for example (i.e. how many customers waited how long). We cannot
derive histograms from the X( Q A t ) value, however, and it is necessary to record the arrival and
leaving times of each customer and to store them in an array.

To give a measure of variability, we can calculate standard deviations. If we have carried out a number
of runs, we can use the variation in the L and W values for individual runs to compute interval

estimates for the true values of € and W besides giving us an idea of how much reliance we can put
on the results of a single run.

Exercises

The manager of a bank is considering changing over to a new single-queue system but is not sure

whether it will be better for customers than the existing system. In the present system there are five

service points and, when customers enter the bank, they can choose to queue at any of the five

points. If a customer at the back of any queue notices that another cashier has become free, he will

move over for service. The average time between the arrivals of customers in the busy period is M
"“min and the average time taken to serve a customer is 2.5 min.

Devise a simulation model which will enable you to compare the two systems and help the bank
manager to make his decision. How does the conclusion depend on the value of M ? Can you
include a model for the variation in the value of M during the working day?

A small supermarket has four cash tills and the time taken to serve a customer at any of the tills is
proportional to the number of items in his or her trolley (roughly 1 s per item). 20% of customers
pay by cheque or credit card which takes 1.5 min; paying with cash takes only 0.5 min. It is
proposed to make one cash till a quick-service till for customers with eight items or fewer. Two of
the remaining tills are to be designated ‘cash only’.

4 You are asked to develop a simulation model which will enable you to compare the operation of the

" proposed system with that of the present system. Assume that the mean time between arrivals of
customers is 0.5 min and that the number of items bought by customers is represented by the
following frequency table.

Mumber of items < 8 9-19 20-29  30-39 4049 =50

Relative frequency 0.12 0.10 0.18 0.28 0.20 012

7.5 An office has three telephone lines for incoming calls, which effectively means that a maximum of
three customers can be dealt with at any one time. Customers ring at random times uniformly
distributed between 9.00 am and 5.00 pm. Each call lasts for a random length of time but the
average is 6 min.

The manager is worried about the possible number of customers who are unable to get through
because all three lines are engaged. A certain percentage of these might try again later but some



may not bother. The average number of calls received in a day is 70.

You are asked to help to put the manager's mind at rest by developing a model to simulate the
telephone calls. Use your model to estimate the following.

1. The percentage of time for which zero, one, two and three lines are engaged.
2. The percentage of customers who are put off.

How would you adapt the model if the office had an extra line installed? What extra information would
you need to improve the model?

7.6 Packages and simulation languages

As you will have gathered from the previous sections, simulation is essentially an experimental
technique in that models are set up and ‘run’ to see what happens. It makes things much easier if the
‘running’ happens inside a computer and it is not surprising that there is a lot of computer software
available for constructing and running stochastic simulation models.

The software can be divided into simulation packages and simulation languages. The distinction is that
a package will have some form of user interface which will allow you to define your model either by
giving responses to questions asked in ordinary English or by making selections from prepared menus.
A simulation language, on the other hand, is a specially written high-level language in which you will
write your model as a sequence of statements.

Both types of software offer the facilities normally required in discrete simulation such as the
generation of pseudo-random numbers for any desired statistical distribution, the collection and
summary of data from runs and the statistical analysis and presentation of results. The disadvantage of
a simulation language is that you have a new language to learn, which takes up some time. The
disadvantage of a simulation package is that it tends to be very convenient for simulating a particular
class of problem (for which it has been designed) but very difficult to use on a problem of a completely
different kind.

A wide variety of packages and simulation languages are available, differing in their power, flexibility
and ease of use. At present the most widely used are WITNESS and SIMULA. You can of course write
your own simulation programs in whatever language you choose but the fact that all stochastic
simulations involve common elements such as generating random numbers,

finding the next event and updating queues means that you will, to some extent, be constantly
‘reinventing the wheel’.

It is quite adequate to run simple simulation problems using a spreadsheet package (such as EXCEL) as
indicated in chapter 2, Example 2.9.

Summary

In this chapter, we have taken a superficial look at a very important type of modelling, namely
modelling involving random numbers. This is a very large area and what we have described is merely a
brief introduction. There are two different approaches which can be taken in modelling of this type.

1. The analytic approach is to use the theory and functions of mathematical statistics.



2. The simulation approach is to create a model having the required structure and then to use a
random-number generator to activate the model. This is often referred to as ‘discrete event
simulation’ or ‘stochastic simulation’ and is commonly ‘event-driven’ rather than ‘time-driven’.

The type 1 approach becomes very difficult, once a model acquires a reasonable amount of complexity.
The type 2 approach has the disadvantage that several runs are necessary and the results obtained are
statistical in nature.

Event-driven simulations can be done by hand but become rather tedious and it is usual to turn to
computer software for help. Many specially designed software packages are available for carrying out
discrete event simulations. The common uses of simulation models are to investigate the efficiency of
proposed new systems or alterations to existing systems. A careful study of the results obtained is
necessary and, used sensibly, simulation models can save a great deal of expense since experiments are
far cheaper to carry out on models than in the real world.



CHAPTER 8
Using Data

Aims and objectives

In this chapter we discuss how empirical models can be developed from data and also how theoretical
models can be fitted to data by choosing appropriate values of parameters.

8.1 Introduction

It is possible to build our mathematical models out of the abstract concepts of mathematics using
simply pen and paper or blackboard and chalk. During the model-building activity, we are in a dream
world of idealisations and imagination but the real world is still somewhere in the background. If our
models are to be more than just curiosities of interest only to mathematicians, they must be made to
confront reality and it is through data or conclusions made from data that this confrontation occurs.

By data we mean any facts, measurements or observations which have been collected in the real world.
They may well be inaccurate and imperfect but, as far as we can tell, they represent the truth with
which our models have to be compared. Interaction between models and data occurs in a number of
ways, amongst which are the following.

1. Data can be useful in suggesting models or parts of models during the development stage when
we are trying to form our ideas. Some models (referred to as ‘empirical’) can even be based
entirely on data. Examples of simple empirical models are given in section 8.3.

2. Data are needed to estimate the values of parameters appearing in a model. This process of
estimating particular parameter values for a particular application is sometimes called
‘calibrating” a model. In section 8.4, we look at some of the methods that can be used and some
of the problems involved.

3. Data are needed to test a model, i.e. to check whether our model's predictions correspond
reasonably well to what is observed in the real world. We may also wish to choose the best out
of a number of alternative models.

8.2 Data collection

When you are given a modelling problem, there may be some data that go with it and in some cases
you may have to use what you are given and no more. Very often, however, there is the possibility or
the need to obtain more data. The task of collecting such data almost invariably turns out to be harder
than you think. The questions that you have to try and answer are as follows.

1. Exactly what data are needed? You will probably have to proceed well into the modelling
process before you are able to decide what are the relevant data for your particular problem. It is
quite possible that you already have more data than you need and you will have to exercise your
judgement in throwing away irrelevant or redundant information.

2. How can the relevant data be obtained? You may have to go back to the person or persons who
gave you the problem and ask for the data that you need. The data may already be available or it
may be necessary to do further experiments. Another common possibility is that your local or
college library will be able to guide you to published sources containing the data that you need.
In some cases, you may have to collect the data yourself and, depending on the type of model,



this may involve you in activities such as designing questionnaires for statistical surveys or
making scientific measurements.

3. In what form do you need the data? If there is a large volume of data, you may want to reduce it
by carrying out a statistical summary involving, for example, calculations of means, standard
deviations, percentages and histograms. Do not forget to make a note of your sources of data,
including dates. These will be needed when you come to write up your report (see chapter 10).

Exercises

For the following exercises, you will need to decide
1. exactly what data are needed (the problem statement may be quite vague),
2. how you will obtain the relevant data and
3. how you will present the data (graphs? tables?).

8.1 Where do students live? In what type of accommodation?
8.2 How do students travel to college? How long do they take to travel?

8.3 On what do students spend their money?

8.4 What kinds of shop are there in the main street where you live?

Choose a convenient cross-roads or junction controlled by traffic signals and find how many cars
get through when the lights are green.

Put n cups of cold water into an electric kettle and find the time t ( n ) that it takes to boil. Plot a
graph of t (n ) against n. Can you devise a mathematical model which fits the data?

8.3 Empirical models

An empirical model is one which is derived from and based entirely on data. In such a model,
relationships between variables are derived by looking at the available data on the variables and
selecting a mathematical form which is a compromise between accuracy of fit and simplicity of
mathematics. It will always be possible to arrange a perfect fit, if necessary, by using a sufficiently
complicated mathematical formula, but this is hardly a sensible approach. What is usually required is
the simplest formula which will give an adequate fit. The important distinction is that empirical models
are not derived from assumptions concerning the relationships between variables, and they are not
based on physical laws or principles. Quite often, empirical models are used as ‘submodels’ or parts of
a more complicated model. When we have no principles to guide us and no obvious assumptions
suggest themselves, we may (with justification) turn to the data to find how some of our variables are
related.

The first step in deriving an empirical model is to plot the data on graph paper. The simplest case will
be when all the points lie on or near a straight line. If we know that the data are subject to measurement
errors or if a random influence is known to be at work, we may accept a scatter of points around the
straight line. In this case, we can either use our own judgement to fit the ‘best’ line or use the statistical
method of least squares to obtain the regression equation in the form y = ax + b. Do not use the
statistical technique automatically; it may be quicker and just as useful to do a fit ‘by eye’. A common



mistake is to use the form y = ax + b and to employ a standard computer package or calculator routine
to find the least-squares estimates of a and b when a little thought shows that y must be zero when x is
zero, in which case the form y = ax is required. If the graph shows quite clearly that the relationship
between the two variables is not linear, try to plot one or both variables as logarithms, the idea being to
get a graph which is reasonably straight.

Example 8.1

Table 8.1 records the heights and weights of a sample of 15 people of various ages. Figure 8.1 shows
the result of plotting weight against height and the points seem to lie close to some curve. Note that the
point (0,0) is included since zero height must imply zero weight! Both variables have been plotted as
logarithms in Figure 8.2, where x = In H and y = In W. (This time the point W = 0, H = 0, must be left
out. Why?)

The straight line fitted by eye gives
y=232x 4+ 2.84

Table 8.1
Height H/m 0.75 .56 0.95 1.08 1.12 1.26 1.35
Weight Wikg 10.0 12.0 15.0 17.00 2000 27.0 350
Height H/m 1.51 1.55 1.60 .63 1.67 1.71 1.78 1.85
Weight Wikg 41.0 45.0 50.0 51.0 54.0 59.0 66,0 T5.00
W/ kg
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Least-squares fitting of the regression model y = ax + b gives
v =230x+ 2.82

or

In W =2301In H 4+ 282



So
W = 16.78H>"

The rather awkward exponent is typical of empirical models. As another example, the drag force on a
particle of diameter d moving with speed u relative to a fluid of density p and viscosity p is usually
modelled by F = 0.5 C D u 2 A, where A is the cross-sectional area of the particle at right angles to the
motion. The ‘drag coefficient’ C D is given by the following empirical model:

24

— = (1 +0.125(Re)" ™) for 0 < (Re) < 1000
I::Rﬁ::l

Cp

where ( Re ) = p ud /p is the particle Reynolds number.
In W
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Figure 8.2
Example 8.2

Before launching a new monthly magazine the publisher carries out some market research to
investigate the likely demand. This provides the following information:

Price P/L 1.40 1.80 2.20 2.60
Likely demand D per month IEAVN] 12000 9700 S}

What would be the best price for the magazine and what would the demand be?

The best value of P from the publisher's point of view is the one that gives the maximum revenue R =
D x P. Figure 8.3 shows the graph of R as a function of P and suggests that the maximum revenue is
obtained at a price of about £1.80. The peak is not very sharp, however, so it is not clear whether the
best price might be £1.90 or even £2.00. A simple model can help us.

Figure 8.4 shows the graph of D as a function of P. A linear model is D = a + bP and the statistical least-
squares technique gives a = 24825 and b = —7325. At price P the demand expected is D = 24825 — 7325
P and so the revenue is R = 24825 P — 7325 P 2 . For a maximum 0 = d R /d P = 24825 — 14650 P



which gives P = 24825/14650 = 1.69. This does not seem very convincing, perhaps a non-linear model
would be better. A simple model is D = a + bP + cP 2 . We use the statistical principle of least squares
to find values of the parameters a, b and c giving the best fit to the data. This can be done on the Excel
spreadsheet by using the SOLVER tool.

We let SOLVER find the values of a, b and c which give the minimum value of (D —a—-BP - cP2)
for the four pairs of values of D and P that we
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have in the data. It gives a = 8794, b = 9550 and c =~ —4219. (The same result is obtained by using
Excel's Insert Trendline facility to fit a polynomial of degree two to the data.) Figure 8.5 shows the
graph of the model R = P (8794 + 9550 P — 4219 P 2 ) against P from P = 1.40 to P = 2.60 and predicts
a maximum R at P = 1.90. (There is no virtue in finding a more precise P by solving d R /d P = 0
because a practical value of P will be a ‘round’ figure of pence.)
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The model predicts the demand at this price to be D = 8794 + 9550 (1.9) — 4219(1.9) 2 = 11 700. The
fit of the model to the data is shown in Figure 8.4, which also shows the linear model.

Example 8.3

Table 8.2 gives the tide level (in metres relative to a mark on a sea wall) observed over an interval of 2
days. Can we use the data to predict the tide level at 1.00 pm (13:00 hours) on Saturday, 5 December?

Table 8.2

Time 0000 01:00 0200 03:00 04:00 0500 0600 0700
Tide level/'m,
Tuesday, 1 December 2.4 1.2 0.1 1.5 2.5 3.0 2.7 1.6

Tide level/m.
Wednesday, 2 December 3.1 20 06 -089 2.2 3.0 32 =135

Time 08:00 09:00  10:00  11:000 12:00 13:00 14:00 15:00

Tide level/m. 0.2 2.1 34 36 29 1.6 02 —1.2
Tuesday, 1 December

Tide level/m.
Wednesday, 2 December —0.9 1.1 29 iv o 25 1o —0.5

Time 1600 17:00 18:00 1900 20000 21:00 2200 23:00

Tide level/m,

Tuesday, 1 December 24 30 31
Tide levelim,

Wednesday. 2 December —20 -30 -34 -30 -1.7 0.2 2.2 35

b
Lk

0.7 1.3 29 36

Solution



Our first step is to plot the data to get a visual impression of how the level changes with time. This is
done in Figure 8.6 and it is clear that for this example a straight line or a power function is not the right
kind of model. What we need is a function which repeats itself and the obvious choice is something
like x = a sin( bt ). From the graph, we measure the period (time of one repetition) to be about 12.3h; so
we need 2n/b=12.3 hso thatb= 0.511h-1.

The difference between high tide and low tide seems to be about 6.6 m, so that the amplitude is 3.3 m,
but our model cannot be just x = 3.3 sin(0.511 t ) because this gives x = 0 at t = 0 (taking t = 0 to be
00:00 hours on 1 December).

Tide level/m
&
qr- *

9 * * *®

0 % | # 1 1 L .. = Time/h

ol . - »

- =

Figure 8.6

We can either try to estimate the time t * when x = 0 and then use x = 3.3 sin [0.511( t — t * )] or,
equivalently and more conveniently, fit a model of the form

x(1) = asin(0.5117) + ¢ cos(0.5111)

where x (0) = ¢ = 2.4 and x (23) = a sin(11.753) + ¢ cos(11.753) = 3.6, so that a = —2.7. Our model is
therefore

x(t) = 2.4 cos(0.511¢) — 2.7 sin(0.511¢)

The next step would be to check the values of x given by this model for values of t from 0 to 47 against
the data. However, we shall pass over this step and go on to make our prediction.

The point 1.00 pm on 5 December corresponds to t = 4 x 24 + 13 = 109 and so bt = 0.511 x 109 =
55.7. Subtracting multiples of 2n(8 x 2n = 50.27), the answer we are looking for is

x(109) = 2.4 cos(5.43) — 2.7 sin(5.43) = 3.6

The actual value observed was 4.1; so our model's prediction was in error by 0.5/4.1 or about 12%.

Note that we have used the model to extrapolate, i.e. to make a prediction for a value of t outside the
range of the data. This is a risky thing to do and it is better and safer to use a model only over the range
of data from which it was derived.

Further thoughts

We notice from the graph that the mark x = 0 does not seem to be quite midway between high and low
tides and that the amplitude of the oscillations seems to be increasing slightly with time. How can we
modify our model to take account of these details? Would we then get a more accurate prediction?

Exercises

8.7 The following data gives the cooking time T (min) for a turkey of weight w (Ib) to be cooked at



160°C.

wilb 2 4 6 8 [y 12 14
T'min 75 124 155 190 220 250 275

Fit a model of the form T = aw b and use it to estimate the cooking time of a turkey weighing 8.5
1b.

A manufacturer finds that when the price of his product is fixed at £10, the level of sales S (/10 4 )
depends on the amount spent on advertising A (/£10 3 ) as follows:

A 1.0 22 24 3.0

8.8 & 1.5 2.2 2.3 2.6

Show that this can be fitted by a model of the form S = k vV A. What is the appropriate value of the
constant k ?

An experimenter found that when asked to memorise a collection of objects his subject had the
following percentage recall after x hours.

8.9  x hours 1 . : i 7 8 9 10
“oorecall 89 (] a7 il a7 33 s 47 45 43

I
tad
i
1

Find a simple model for the percentage recall as a function of x.

The following are planetary data.

Position Name of Mean distance
from Sun n planet from Sun R/10” m Period T'days
l Mercury 579 88
2 Venus 108.2 225
8.10 4 Earth 149.6 365
4 Mars 2279 Ga7
5 Asteroid belt 330490 Various
6 Jupiter 7783 4129
7 Saturn 1427 10753
b Uranus 2870 30660
9 MNeptune 4497 60 150
10 Pluto 5907 90670

1. Obtain an empirical model for finding T from R. (There is a theoretical model based on
Newton's mechanics.)

2. Obtain an empirical model relating n and R.



8.4 Estimating parameters

As we saw in chapter 4, our main concern in mathematical modelling is to formulate relationships
between variables but these also almost invariably involve parameters. For example,

y = ax® — bx, x=0,a=0b=0,

where x and y are variables, and a and b are parameters. In this general form a model can be of some
use in predicting general behaviour in a descriptive fashion, such as ‘when x increases from zero, y
increases until x = b /2 a and then decreases, becoming zero at x = b/a’. To use the model in a direct
practical way, however, we must obtain numerical values for the parameters and we can only get these
from data. The process of using data to obtain parameter values relevant to a particular application of
the model is often called ‘calibrating’ or ‘tuning’ the model. The usual methods of obtaining the
parameter values are as follows.

1. Graphical.

2. Statistical, usually involving least-squares estimation.

3. Mathematical, usually requiring the solution of linear equations.
Example 8.4

In section 8.3, we obtained the empirical model W = 16.78 H 2.3 from the data on 15 people. Without
any data, what kind of model could we develop for predicting a person's weight from his or her height?

Solution

A very simple model can be derived by assuming that all human beings are different-sized copies of the
same geometric shape and made of the same material. Since weight is proportional to volume (for
constant density) and volume is proportional to (height) 3 , the simplest model is W o H 3 . This model
predicts W = aH 3 for some value of a. We cannot say anything about the value of the parameter a
without data. It would clearly be sensible to use different values of a for males and females.

If the data in Table 8.1 are all that we have, how do we estimate the value of a? Using the graphical
approach, we draw the graph of W against H 3 (Figure 8.7) and fit the best straight line that we can
through the points, not forgetting that W must be 0 when H = 0; so our line must pass through the point
(0, 0). Calculating the slope of the line we find that a = 12.3.

Using the statistical approach, the regression model y = ax + b (where y = W and x = H ) gives y = 11.1
x +4.19. This predicts that a person of zero height will weigh 4.19 kg! Least-squares fitting of the more
sensible model y = ax is done by choosing the value of a which minimises the sum of squares of the
errors S=X(y—ax)2.WehavedS/da=0whenX[-2a(y—ax)]=0,i.e.¥(y—ax)2.=0orXy
= a X x. From the data, ¥ y = 580 and X x = 46.259, giving a = 12.54.

The mathematical approach can be used when only a very limited number of data are available. In this
case, since we know that the point (0, 0) is on the line, we need only one other point. If we take the
point (6.332, 75), then solving 75/6.332 = a we get a = 11.84.

Of the three estimates of a, the one which is likely to be most reliable is the statistical estimate a =
12.54, but with such a small sample we should not expect our model to give accurate predictions of the
weights of other people from their heights.

It is interesting to note that the quantity W/ H 2 is used by medical researchers as a measure of obesity.
With W measured in kilograms and H in metres the value W/ H 2 = 27 is taken as the norm.
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Example 8.5
How many cars will there be on the roads of the UK by the year 2020?

Table 8.3 gives data on private vehicles from 1981 to 1997. The variables of interest can conveniently
be modelled as discrete variables C n and R n where n represents the number of years since 1981 and C
and R stand for cars and new registrations respectively measured in thousands.

Every year new cars are added to the existing stock but also some older cars are scrapped, so a simple
model is:

next year's cars = this vear's cars + new cars — scrapped cars
which we can translate into symbols as Cn +1 =Cn + Rn — S n. Let us assume that a constant
percentage of currently licensed cars are scrapped every year. This is equivalent to saying that S n = «

Cn for some constant a. From the table we note that the number of new cars registered increased every
year except for 1990, 1991 and 1993. We could model this increase in three simple ways:

arithmetically R, = 4 + Bn; or

geometrically R, = AB"; or

by a power law R, = An”

What are the arguments for or against these various options?

The arithmetic model is easy to fit to data but (with B > 0) implies that the number of new cars goes on
rising into the future, forever. The geometric model

Table 8.3



Year Currently licensed/10° New car registrations/10°

1981 14943 1434 %
1982 15303 1527.0
1983 15543 1773.3
1984 16055 1721.6
1985 16453 1804.0
1986 16981 1839.3
1987 17421 1962.7
1988 18432 2154.7
1989 19248 2241.2
1990 19742 1942.3
1991] 19737 1536.6
1992 19870 1528.0
1993 20102 1694.6
1994 21708 1809.1
1995 21917 1828.3
1996 22784 2077.0
1997 23408 2251.0

with B > 1 also gives an ever-increasing graph, in fact it gets steeper with increasing n. The power
model can give an increasing graph which gradually becomes less steep if we take B < 1. To help us
make the choice let us plot R n against n as in Figure 8.8.

There is no strong evidence for or against any of the options, so we will use the simple arithmetic form
first. Using the least-squares method we find the best fit is R n = 1639 + 21.35 n. We can also test our
assumption about scrapped cars since, from the model, Sn =Cn+ Rn - Cn +1. The plot of Sn
against C n is shown in Figure 8.9 and suggests that we might as well take S n to be constant around
1400.

Our model now becomes C n +1 = C n + 239 + 21.35 n. Figure 8.10 compares the model with the data
and suggests that it could be used with reasonable confidence to make predictions for a few years
ahead.

To get a prediction for the year 2020 we have to continue right up to n = 39 where we find C 39 = 40
657. We should be worried, however, about extrapolating a model so far beyond the range of our data,
especially when we remember the assumptions of an ever-increasing production of new cars and the
constant 1400 per year scrap rate. Perhaps the power model with B < 1 would be a safer option? We
can fit this model by taking logs, log R n = log A +Blog n. Using the least-squares method on the data
values for log R n = 7.325 + 0.091 log n. This gives R n = exp (7.325) x n 0.091 and the resulting
model for CnisCn+1=Cn + 1518 n 0.091 — 1400. Figures 8.11 and 8.12 give a comparison of the
two models we have used.
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Example 8.6

In agriculture it can be useful to predict how quickly an animal is likely to grow. One of the factors
affecting growth is obviously the rate of feeding. If G denotes the growth rate as measured by the daily
gain in weight of an animal (kg d —1 ) and F is the rate of feeding (kg d —1 ), what is the relationship
between F and G ? Obviously there is a minimum value of F, F min , below which the animal will loose
weight instead of gaining. The smallest possible value of F is 0 in which case the animal will gradually
starve to death. We can write these ideas down mathematically as G <0 when F < F minand G =G s (a
negative number) when F = 0. At large feeding



E-:rn,q}; B e rr e g e B B B B B R B A MR B

Figure 8.13

rates G is obviously going to be larger but there must be some limit G max . The relationship between F
and G can therefore be represented by a model such as the one illustrated in Figure 8.13.

What kind of mathematical model can we use? Since G = 0 when F = F min we can have something
like ( F — F min ) in the model. The behaviour for large F can be modelled by a factor of the form 1/
(aF + b)), so a possible model is:

_ F — Fm:in
aF + b

This is 0 when F = F min and what happens at large F can be seen by writing it as
| — -Fmin ,"IF
- a+b/F

When F is large F min / F and b/F are both small so this gives G = 1/ a which we want to equal G max ,
so a = 1/ G max and we have:

F - F 11in

G Tmn
Pq,"IrGJ'I'I.ilE + h

When F = 0 this is — F min / b which we want to equal G s sob = — F min / G s and the model is:
F— Fmin

(r =
! F."'IIGHI':LE - Fmin ,-'IG,,-

(check units!)

This has three parameters, F min , G s and G max . These all represent physically meaningful concepts
but measuring them directly would be rather difficult in practice. In theory we could measure G s by
starving the animal. We could find F min by trial and error and G max by force-feeding. It would be
rather more humane to use data to find estimates of these parameters; suppose the following data is
available.

F 0.5 1 3 10 15
G (data) —0.1 01 03 04 05

In EXCEL we enter the data and type in the model G (model) = (F — F min )/( F/ G max — F min/ G
s ). Using the SOLVER tool we minimise £( G (model) — G (data)) 2 , allowing the cells containing G



max , F min and G s to change. This leads to F min = 0.764, G max = 0.519 and G s = —0.296. The
final model is G = ( F — 0.764)/(1.927 F + 2.581) and the fit to the data is shown in Figure 8.14.
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Figure 8.14

An alternative model which also has the right kind of behaviour is G = G max (1 — e — kF ) except that
this gives G (0) = 0 instead of G s . We could modify the model to G =A (1 — e — kF ) + G s for some
constant A to take care of the condition at F = 0. For large F this gives A + G s so we want A = G max —
G s and the model is G = (G max — Gs )(1 — e — kF ) + G s. Afit to the data can be made in the same
way as before, using the EXCEL SOLVER to find values of G max , G s and k. What is k in terms of
the other parameters G max , G s and F min ? Does this model give a better or worse fit than the other
model?

Exercises

The following table gives for each of a sample of jigsaw puzzles, the number of pieces ( N ) and
the dimensions ( x and y ) of the finished puzzle. Making a reasonable assumption, formulate a
model relating N, x and y.

N X ¥
3000 120.4cm shcm
125 29¢cm 23cm
8.11 500 14in 191in
500 5lcm 35cm
200 324cm 22.8cm
500 48.9cm 35.9cm
3000 116cm Bcm
1000 T24em 48.9¢cm
400 356mm 458 mm
5000 157 cm 107 cm
2000 99 cm T2em
1 500 Room 0.2 cm

Plot the data and fit your model. Given that another puzzle measures 60 cm by 46 cm use your
model to estimate the number of pieces. If another puzzle has 300 pieces what size would you



predict for it?

The following table gives the yield of fruit from each of five orchards of different sizes and also
the number of fruit trees in the orchard. Too many trees reduces the amount of fruit on each tree so
the question is: given an orchard of size x (ha), how many trees ( N ) of this kind should be
planted so as to get the maximum possible yield?

size of orchard/ha x 0.8 1.5 1.9 2.4 1.3
812 Lumber of trees N 100 160 175 200 90
total yield/kg ¥ 1513 2976 3775 3588 2350

Decide what are the most relevant variables to plot before trying to fit a model.

Explain why plotting Y against N would not be a good idea.

8.5 Errors and accuracy

Our data very often come from experimental observations and measurements made with imperfect
instruments; so we cannot hope to avoid errors. The errors in the data are of course in addition to the
errors that we make during the modelling. We can list the various sources as follows.

1. Errors due to our modelling assumptions.

2. Errors due to using an approximate method of solution.

3. Errors due to carrying out inexact arithmetic (rounding errors).
4. Errors in the data.

With all these errors about, it is clear that our modelling predictions cannot be 100% reliable. We have
a duty, however, to try to estimate what the maximum error in our prediction is likely to be. In other
words, we ought to try to produce a statement of the form ‘we predict X with a possible maximum error
of Y (or Z %)’.

Errors can be described in more than one way. We define absolute error to be the difference between a
true value and an approximate value. For example, if we use 22/7 as an approximation for m the
absolute error is m — 22/7 = —0.0012645. An absolute error of 0.1 with respect to a measurement of
magnitude 1000 represents greater accuracy than an absolute error of

0.1 in a measurement of magnitude 10. To allow for this distinction, we use relative error, defined by
relative error = (absolute error)/measurement. It is often expressed as a percentage. For example, the
relative error in 22/7 when used as an approximation for m is 0.0012645/m = 0.0004025 or about
0.04%.

Let us now look at the above-listed sources of error.

1. It is almost impossible to be sure about the effects of errors due to our modelling assumptions
because we do not normally know the correct value of the answer that we are trying to estimate.
We can do a certain amount of investigation by varying the assumptions and noting the effect on
the answer.

2. We often use approximate (numerical) methods, either because mathematical solutions are



impossible to obtain or just because it is quicker to use a computer. These numerical methods
involve errors (truncation errors) depending partly on the data and partly on the type of method
used. Sometimes, we use shorter or easier mathematical expressions in place of others such as
when we replace sin x by x and cos x by 1 when x is small. This also involves us in truncation
errors.

3. Any numerical work that we carry out using an electronic aid such as a calculator or computer
inevitably involves rounding errors because of finite storage capacities. These rounding errors
can accumulate to an appreciable amount if we do a large amount of computation.

4. Ideally, an estimate of the maximum error in the data should be available.

The way in which all these errors combine together is complicated. As modellers, we should try to
identify the most serious source of error and also to estimate the worst possible error in our final
prediction.

Example 8.7

In chapter 4, we mentioned the formula for translating from temperatures measured in degrees Celsius
to the equivalent temperatures in degrees Fahrenheit:

F = ) x "C 4 32
5
A simpler model would be °F = 2 x °C + 30 and this is simple enough for us to do the calculation in our
heads. For example 20°C becomes 70°F according to the simple model, while the exact formula gives
68°F. How accurate is this simple formula over the range of air temperatures normally experienced in
this country?

Solution

The absolute error is

9 .
(5 x O+ 32) —2x"C+30)=-02x"C+2
For the range —5 < °C < 25 the error varies from 3 to —3 with a maximum percentage error of about
22% at °C = —5. If we restrict the model to positive temperatures, the error varies from about 5% at 0°C
to about 10% at 25°C.

Remember that there is no practical advantage in having a very accurate model if an approximate
model is easier and quicker to use and gives answers that are sufficiently accurate for practical use.

Exercises

The function sinh x is defined by sinh x = [exp x — exp(— x )]/2. As X increases, exp X increases
8.13 while exp (— x ) decreases; so we can expect that, for sufficiently large x, sinh x can be
approximated by (exp x )/2. How large does x have to be for this to be accurate to less than 5%?

When the Earth is modelled as a sphere (of diameter 12.72 x 10 3 km), it is obvious that, if the
walls of a tall building are vertical, they cannot be parallel. Suppose that a tower block is 400 m
tall and that the ground floor has an area of 2500 m 2 . How much extra area is there on the top
floor?

8.14

8.15 A railway line is exactly 1 mile long and one night a vandal cuts the line in the middle and inserts



an extra foot of metal. The line is constrained at its two ends; so it is now forced to bend into an
arc of a circle. How high above the ground is it at the midpoint?

In Figure 8.15, C is the midpoint of an arc AB of a circle. An estimate of the length of the arc is
given by (8 b — a)/3, where a and b are the lengths of AC and AB, respectively. How accurate is
this estimate? You may like to show that, if 1 is the required length of arc and r is the radius of the
circle, then

8.16

Figure 8.15
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The approximation | = (8 b — a )/3 can be obtained from this by using series approximations for the sin
terms.

8.6 Testing models

The success of a model can be measured in terms of how well its predictions compare with what is
actually observed in the real world. In the previous two sections, we have discussed the procedure of
making our model fit available data. The real test of a model comes when we use it to make a
prediction for data which we do not have.

By ‘testing’ a model, we do not mean finding out whether it is ‘correct’. In a sense, it is bound to be
‘wrong’ because it is only a model and has been derived by making simplifying assumptions. When we
test a model, what we are trying to find out is whether it gives predictions which are sufficiently
accurate to be useful.

In particular, does it adequately fulfil the purpose for which it was designed? Remember always that a
model should give useful predictions that can be directly applied to the real world. Suppose that you
have worked out a clever model for the game of snooker which can produce a prediction such as ‘to pot
the black ball into the top right-hand pocket, the cue ball should be given an initial velocity of 1.5 m s
-1 at an angle of 52° to the top cushion’. This could be, scientifically speaking, a very accurate
prediction but of what practical use would it be to the player who is about to pick up his cue and play
the shot? A good model should provide direct practical advice.

In general we expect our models to do more than to predict a single answer. We should be able to
derive both qualitative and quantitative statements from our model, e.g. ¢ y increases as x increases’ or
y is proportional to x .

The simplest way to test these statements (assuming some data are available) is to draw graphs. The



simple model of Example 8.4 predicts that people's weights will be proportional to the cubes of their
heights. We can use the data to test this prediction but instead of plotting weight against height, which
our model predicts will be a cubic curve, a better idea is to plot weight against (height) 3 . According to
the model, this graph should be a straight line and departure from a straight line is easier to assess. The
plot of In H against In W, of course, serves the same purpose.

Not suprisingly (Figure 8.7) the points do not lie exactly on a straight line. We have to decide whether
they are close enough for the model to be useful.

Note that we do not need to know the value of the parameter. We are testing to see whether the points
lie on a straight line and not on some particular line.

When testing any model, try to derive a relationship which your model predicts will be a straight line;
then plot the corresponding data on graph paper. Ideally, you should decide what kind of test you are
going to do and then collect the relevant data.

When the testing (or, as it is often called, the ‘validation’ or ‘verification’) of your model has proved
disappointing, your task as a modeller is to decide whether to go back to the formulation stage and to
improve the model or to scrap it altogether and to start again. Hopefully, the less drastic course of
action is chosen. How do you improve your model?

Look at the list of factors again. Have you omitted one which ought to have been included? Have you
lumped together some factors which should be considered separately? Look at your assumptions again.
Can they be relaxed or made more general? For example, where you have assumed a linear
relationship, perhaps a non-linear one is more appropriate?

If you find that your model's predictions are sufficiently accurate but not perfect, try to assess the
accuracy. As we saw in section 8.5, it is very important to give a bound (i.e. an upper limit) on the
possible error. For example, the simple height—weight model W = 12.54 H 3 gave predictions which
were within 47% of the correct values (the worst error).

If you have a reasonable number of data, calculate the standard deviation of the errors in your model's
predictions so that you can give an approximate confidence interval for future predictions. Also
remember to allow for the sensitivity of your predictions to changes in the parameter values and/or
changes in the modelling assumptions. Make small changes to your model and find whether or not
these give rise to large changes in the model's predictions.

Example 8.8

A stone is dropped down a vertical shaft in order to estimate the depth of the shaft by listening for the

noise as the stone strikes the bottom. A student develops the following model relating time t and height
h:

g | g
h= T (f + Ee};p[—fd}) 2

by assuming that the force on the stone due to air resistance is directly proportional to the speed of the
stone, k being the proportionality constant.

If air resistance is neglected, the appropriate model is h = 0.5 gt 2 (motion under constant acceleration g
). This should agree with the student's model in the case k = 0 and we ought to check this. However, we
cannot put k = 0 directly into the model (division by zero). Instead, if we expand the exponential term
using Taylor's series



exp(—x) =1 —.x‘-l—%—...

we obtain

;L,EI,E \
exp(—ki) =1kt + —+ O
and

8 L/ ke g
a’:m;‘_{:—l-'&_(l kt + 2)} =

which gives h = 0.5 gt 2 when k = 0.

In order to use the model to calculate h from t, we need the value of k. The student has been told that
the appropriate value of k to use is 0.05s —1 . Is the model dimensionally correct?

For a particular shaft the noise is heard after 4s. From the model, we calculate h to be

9.81 l 981
) _
0.05 (4 005 P! ﬂ":') 0.052

which is about 73.50m. We now have an estimate of h but what if the ‘correct’ value of k is actually not
0.05; how much does it matter? If we change k by 10% and substitute 0.045, we get h = 73.98 m; so a
10% uncertainty in k leads to less than 1% error in h and the model is not unduly sensitive to the value
of k.

If the student had neglected air resistance in his or her model would the estimate of h have been very
inaccurate? The simple model gives h = 0.5 x 9.81 x (4) 2 = 78.48 m. So we have an absolute error of
about 5 m or a relative error of about 7%. We conclude that the inclusion of the air resistance has a
significant effect.

Another assumption that has been made in this model is that the instant at which the stone hits the
bottom and the instant that the noise is heard are the same, but we know that the speed of sound is finite
(about 330 m s —1 ). Does this matter?

The correction to the value of t is the time that it takes for the sound to travel up, which is h /330 =
73.5/330 = 0.223s. Substituting t = 4 — 0.223 = 3.777 in the model gives h = 65.77m. We conclude that
allowing for the finite speed of sound, which the student completely forgot about, is even more
important than allowing for the air resistance.

Exercises
8.17 In sections 8.3 and 8.4, we derived the following two models for predicting weight from height
" for humans:

W = 16.78H% (the empirical model).
W = 12.54H7 (simple theoretical model).

Which model gives the best fit to the data in Table 8.17?



For the following data:
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3.18 1. Find the best-fitting model of the form Y = at
2. Find the best-fitting model of the form Y = at 2
3. Find the best-fitting model of the form Y = ae t

Which model gives the best fit to the data?

Summary

Relevant data are needed at several stages in the modelling process.
1. Initially, to help to form our ideas when we are trying to develop a model.
2. To fix the values of parameters which we are including in our model.

3. Most importantly, to test our model, i.e. to check whether our model's predictions correspond
sufficiently well with what is observed in the real world.

Empirical models are derived entirely from data by choosing the simplest mathematical forms that give
a good fit.

When testing models, find a relationship which is predicted to be a straight line and plot the
corresponding data.



CHAPTER 9
Example Models

Aims and objectives

In this chapter we illustrate the application of the techniques discussed in previous chapters to a variety
of example problems.

9.1 Introduction

In this chapter we look at a selection of models from a variety of backgrounds. There is no common
theme and the models are not developed in detail. The aim of this chapter is to illustrate and
complement the work of the previous chapters and it gives us an opportunity to put into practice some
of the principles discussed.

As far as is practical, we have followed the methodology of chapter 3 in order to emphasise again that
the underlying modelling process involves the same stages even when the individual problems vary
widely in context. You should adopt this practice, or one similar to it, in your own modelling efforts
with the qualification that the methodology is to be regarded as a helpful framework rather than a
compulsory strait-jacket. For reference an outline of the methodology is repeated here.

Context.

Problem statement, objective, given ..., find ....

Formulate a mathematical model, list factors and assumptions.
Obtain the mathematical solution.

Interpret the mathematical solution, validate the model.

Using the model, further thoughts.

The examples given in this chapter are not all complete; in fact, there are many questions left
unanswered. You should read each modelling development critically. Try out your own ideas on these
models and improve on them if you can.

9.2 Driving speeds

Context

A firm is carrying out a cost-cutting exercise and requires your help with an investigation into how it
can reduce its transport costs. The firm employs a

number of drivers who cover a substantial amount of mileage every day. There has recently been a
large increase in their fuel costs and drivers can achieve a higher rate of miles per gallon from their
vehicles by driving at a lower speed. This, however, increases journey times and the cost of the drivers’
time.

Problem statement

Can you develop a model which, given the relevant information, could give advice on the optimum



driving speed to keep costs to a minimum?

Formulate a mathematical model

This problem involves journeys, vehicles and drivers.

Factors concerning the journey
Distance travelled

Speed

Cost

Factors concerning the vehicle
Fuel cost

Fuel consumption rate

Factors concerning the driver

Cost

We now list our variables and parameters as shown in Table 9.1.

Table 9.1

Description Type Symbol Umnit
Distance travelled Input parameter i miles
Dinving speed Vanable 5 mph
Wage rate Input parameter w £h'
Fuel cost Input parameter I £ gal '
Fuel consumption  Vanable g mpg
Transport costs Output variable C £

Note that we have listed fuel consumption as a variable because it depends on the driving speed. Note

also that we regard the driving speed as a variable in the

sense that any value can be chosen for it, while we regard the wage rate and fuel cost as given. We will
in fact assume that the journey is done at a constant speed s.

Rewritten problem statement

Given values of d, f and w and given the relationship between g and s find the value of s which makes

C a minimum.
Assumptions
1. The journey is travelled at a constant speed.

2. Drivers’ pay is directly proportional to time.

3. The possible effect of speed on vehicle maintenance cost is ignored.

4. The vehicles deliver 40 mpg at 30 mph decreasing steadily with increasing speed to 20 mpg at

70 mph.



Obtain the mathematical solution
First we need a model for the relationship between g and s. The simplest model is shown in Figure 9.1.

The equations relating g and s are:

| 4s/3, 0<s5<30
155055, 30<s<70

The journey time is d/s so the cost of the driver's time is dw/s.

The cost of the fuel is df/g, so the total cost is:

50 5
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30 4
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Figure 9.1
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(_T ~ ﬂll (E +}:) B [ 5 4_\_}.,1'?. or < & <
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o (.h' B 550, 5.3') for 30 < s
Differentiating, we have:
—w 3f
ds y —W n 0.5

P —] for 30 < s < 70
8§ (55 —0.5s5)°
and we see that for 30 <s <70d C/d's can = 0if (55— 0.5 ) 2 = 0.5 fs 2 / w which gives:
55
¥ =
0.5+ /0.5 /w

So the optimum speed depends on the ratio f/w.

Figure 9.2 shows this dependence in graphical form bearing in mind that we are measuring f and w in
our chosen units.

Our formula for the optimum driving speed applies for f/w between about 0.1 and 3.5 (which give
optimum speeds of 70 and 30 mph respectively).
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Figure 9.2
9.3 Tax on cigarette smoking

Context

An increase in the level of tax on cigarettes will bring in extra tax revenue, however, it could lead to a
reduction in the number of cigarettes sold, which could mean less revenue.

Problem statement

If the tax is increased by x pence per packet, what is the limit on the value of x if the increase is to be
worthwhile from the point of view of the Chancellor of the Exchequer?

Formulate a mathematical model
Our list of factors is quite brief and is shown in Table 9.2.
Table 9.2

Description Type Symbaol Linit

Mumber of packets currently sold daily Input parameter N

Tax on a single packet Input parameter ¢ Pence
Tax increase on a single packet Variable X Pence
Reduction in cigaretie sales Variable r

Assumptions

1 Atpresent, N packets of cigarettes are sold every day and there is a tax t on each packet.

2(a) The reduction in the number of cigarettes smoked is proportional to the increase in price.

Obtain the mathematical solution

Using assumptions 1 and 2(a), before the tax rise we have N packets sold every day with a tax t on
each. After the rise the tax on each packet changes to t + x

and the number of packets sold every day changes to N — kx where k is some constant (we are



assuming that the price rise is all tax). The difference in tax revenue every day is therefore
(N —kx)(t+x) — Nt = x[N — k(r+ x)]

which will be positive if N > k (t + x ). This is equivalent to the condition x <N /k — t.

We could consider an alternative to assumption 2(a):

2(b)

There is a constant percentage decrease in cigarette smoking for each penny rise in the price of a
packet.

Using assumption 2(b) instead of 2(a), let r % be the percentage reduction. Note that this does not mean
that if the tax is increased by, say 10 pence, the reduction will be 10 r %. The correct expression for the
number of packets sold when the tax is increased by x pence is (1 — r /100) x N. The effects of the two
assumptions 2(a) and 2(b) are compared in Figure 9.3, which shows how the number of packets sold
daily decreases when the tax is increased. We note that for a certain level of increase x the assumption
2(a) predicts that the number of packets sold will become zero. This is probably less realistic than the
gradual diminution predicted by model 2(b).

After the tax rise we now have (1 — r /100) x N packets sold daily with tax (t + x ) on each so the net
difference in the daily tax revenue is (1 —r/100) x N(t+x) - Nt={(1 - r/100) x (t+x ) —t } . This
will be > 0 if (1 —r/100) x (t + x ) > t. The graph of the function (1 — r /100) x (t + x ) is shown in
Figure 9.4. For the caser = 10, t = 2, it seems to indicate that x could go up to 25 before the net revenue
drops.

(a)

Packets sold daily

(b)

Tax increase

Figure 9.3
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Figure 9.4
9.4 Shopping trips

Context

Where do people do most of their shopping? If we look at shopping trips made by the residential
population of an area over a period of time, can we develop a model which fits the behaviour? Such a
model could be used to predict the consequences of proposed redevelopments or new transport policies.

Problem statement
Given physical and economic data relating to shopping expenditure, find the shopping pattern.

Suppose that we divide a region into a number of ‘zones’, each of which has its residential population
as well as shopping facilities.

Table 9.3 gives the distance in miles between the centres of three zones of a region and also the average
shopping trip distances within each zone.

We are avoiding the question of what exactly we mean by a ‘zone’ and its ‘centre’. In a real situation,
there will obviously be a number of options and we would be guided by geographical and economic
factors.

Table 9.3
Distance/miles
To A To B To C
From A 2 7 5
From B 7 3 4
From C 5 3

At present the resident population figures are
A, 5800; B. 9400; C, 10600,

the number of shops in each zone are

A, 22: B, 80; C, 220.

Formulate a mathematical model

Some of the factors involved are population, distances, number of shops, types of shop, transport
facilities, travelling costs and shopping expenditure.

What causes people to choose to shop in a particular zone? Attractions are the number of shops and
ease of access. Disincentives are distances, travelling costs and travelling time.

The factors involved in formulating a model are given in Table 9.4.

Our objective is to formulate a model relating x ij (the number of shopping trips made from zone i to
zone j in a specified period of time) with N j, d ij and P i. Alternatively, we could have defined x ij in



terms of the amount of money spent on shopping during that period.

Assumptions
1. x ij is proportional to P i. (The more people live in zone i, the more trips there will be from zone

i)

Table 9.4

Diescription Type Syvmbaol LInits

Populations of the Input parameters Py, P, Ps Integer
three zones

Distance between zone Input parameters oy{i=1,2.3; 7= 1,2, 3) Miles
i and zone j

MNumber of shops in Input parameters  N;(i = 1.2, 3) Integer
zone i

Number of shopping  Variables xpli=1,2,3j=1,2,3) Integer

trips by people of

Zone i zone f

2.

x ij is proportional to N j. (The more shops there are in zone j, the more shoppers will be attracted
there.)

xij decreases as dij increases. (Distance will put people off.) The mathematical consequences of
assumptions 1 and 2 are easy to formulate but what form could we use for assumption 3? Some
possibilities are as follows. xij — dij where a is a parameter xij exp(— dij) where B is a parameter

Models such as this have been developed and used successfully.

Generally, it is found that the effect of distance is quite pronounced and that x ij decreases with d ij
more sharply than both the linear model (a) and the inverse model (b). The inverse square model (c)
seems to be about right and by analogy with the inverse square law of Newton's mechanics this is often
known as the gravity model. Many researchers have constructed useful models using the more general
forms (d) and (e). These have the advantage of a parameter so that the model can be calibrated to some
particular application. Usually, it is found that a value of a between 1.5 and 3 gives the best fit.

In this example, we shall use the inverse square model (c). Combining this with assumptions 1 and 2,
we have

PiN;
X o

To change the proportionality into an equation, we must put in some constant k so that x ij =kPiNj/d
ij2.
Obtain the mathematical solution

The most practical way to proceed with the model is to calculate the quantities Pi N j/d ij 2 for all i, j
S =Y 3 PiN;/di?
and to find the sum i . Remembering that our objective was to predict the shopping

pattern, we can do this in terms of percentages by dividing all the Pi N j/d ij 2 by S. This is done for
the current example in Tables 9.5 and 9.6.



S =33 PiNy/di = 630 874
The values Pi N j/dij 2 are as tabulated and P . Dividing by S, we find
the ratios given in Table 9.6. These can be converted into actual numbers of shopping trips by
multiplying by the constant k. The shopping pattern, however, can be seen in Table 9.5 without using
the k value.

Interpret the mathematical solution

Our model predicts that, in the area covered by our model, about 7% of the shopping will be done in
zone A, 23% in zone B and 70% in zone C.

We could be more flexible than this by allowing the ‘constant’ k to be different for different parts of the
table. For example, if the three zones differed significantly in average per capita income, we would
expect the more affluent zones to spend more on shopping. We could use different k values, k 1, k 2
and k 3, for the three lines in the table to reflect different ‘spending powers’. To fit the model, we
would need data on average incomes.

Note that, instead of distances between the zones, we could substitute travel times or costs. Instead of
the number of shops as the attraction, we could substitute the number of different shops, the size of the
shops (measured by floor space), the amount of car parking space, or some combination of these.

Table 9.5

PN jdi
P N=22 N; = 80 N; =220
5800 31 900 9 469 51040
9 400 4220 83556 129 250
10 600 9328 53000 259111
Table 9.6

Shopping trips (proportion)

To A To B To C
From A 00506 0,01 50 (0. 050%
From B 0.0067 10,1324 00,2049
From C 0.0148 0.0840 0.4107
Totals 00721 0.2314 (.6965

Using the model

1. A proposed new shopping centre in zone A will mean an additional 20 shops in that zone. What
effect will this have on the shopping pattern?

2. A proposed new motorway will shorten the effective distance between zones A and B to 5 miles.
How will this affect the shopping pattern?



9.5 Disk pressing

Context

You are employed to give advice to the production manager of a manufacturing firm. Part of the
production process requires the cutting of circular disks from 1 m x 1 m sheets of steel. At present the
disk-pressing machine is set to press out 16 disks of diameter 0.25 m from each sheet. You are asked
whether it is possible to rearrange the cutting heads to save on wastage. There is also a need to cut disks
of diameter 0.1 m from the same sheets. What would be the best arrangement of the cutting heads to
minimise wastage? Is it possible to produce a mathematical formula for the maximum number of disks
of radius r that can be cut from a sheet of given dimensions?

Problem statement

Given the size of disk and the dimensions of the sheet, find the most efficient cutting pattern and the
maximum number of disks that can be cut from one sheet.

Formulate a mathematical model

We can list our factors as in Table 9.7.

Table 9.7

Description Type Syvmbaol Linits
Length of sheet Input parameter { m
Breadth of sheet Input parameter b m
Radius of disk Input parameter r m
Mumber ol disks Output variable N Integer
Wastage Output varable W Vo
Assumptions

1. The disk cutters can cut cleanly and with perfect accuracy so that we can let the circles touch on
our diagrams.

2. We shall examine patterns in which each circle (except those near an edge) touches
1. four others (‘four-point contact’ or ‘square arrangement’) and

2. six others (‘six-point contact’ or ‘triangular arrangement”).

Obtain the mathematical solution

The simplest pattern is the square arrangement with four-point contact as shown in Figure 9.5. For the
case mentioned above, we havel =b =1, r = 0.125 and N = 16; so the wastage is

W =1 —16m(0.125)" =~ 21.5%.
If the same pattern is used for the case | =b = 1, r = 0.05, then N = 100 and W = 1 — 1001(0.05) 2 =
21.5% as before. (Is this surprising?)

For general values of the parameters, we can form n columns of disks with this pattern if b > 2 nr
(Figure 9.6). If we increase b, another column becomes possible if b reaches (2 n + 2) r. This means



that n is the integer part of b /2 r which we write as [ b /2 r ], the square brackets denoting ‘the integer
part of’. An exactly similar argument applies to the rows, from which we deduce that the
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number of rows is [ 1/2 r ]; so the total number of disks is N=[b/2r ][ 1/2 r ] and the wastage is W =
(b-[b2r][1/2r]nr2)/Ib.

Let us now look at the possibilities with six-point contact and general values of 1, b and r. If we think of
the pattern in terms of horizontal rows, it is clear from Figure 9.7 that, when b is an odd-integer
multiple of r (i.e. (2 n + 1) r ), then each row can hold n disks and, if b is increased, this remains true
until b reaches (2 n + 2) r when an extra disk can be fitted in alternate rows. At this stage, we have
alternate rows of n + 1 and n disks. If b is increased further, the same pattern applies until we reach b =
(2 n + 3) r when equal rows of n + 1 disks become possible.
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Looking down the vertical side in Figure 9.7, we see that, if there are x rows, then

- o = . . . e | I r'i_ (e |
2r+(x— rv3 <l and, since x must be an integer, we can write * = 1 +{1/v IUr =21 1 the
case of equal rows of n disks the total number of disks is N = nx and, since we have the condition (2 n
+1)r<b<(2n+2)r, we can write down the value of n as

()
SR

In the case of unequal rows of alternate n + 1 and n disks the number of long rows (each with n + 1
disks) is x /2 if x is even, and ( x + 1)/2 if x is odd. Also n has to satisfy 2 n+2)r<b<(2n+3)r
Therefore,

R
N = x(n+1

The total number of disks is =" if x is even, and

_ ol
N=x(n+3) +3 if x is odd.

We can summarise the conclusions as follows. For equal rows of n disks when 2n+ 1) r<b<(2n +
2)r,

For unequal rows of n + 1 and n disks when 2n+2)r<b<(2n+3)r,



(f) | -
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x odd

In all cases,

)

We can think of N as a function of the two parameters 1/r and b/r. A few sample values are given in
Table 9.8. (Why do we start at b/r = 3 and I/r = 4?)

For comparison, the corresponding figures for the four-point contact (square) pattern are given in Table
9.9.

Interpret the mathematical solution

We see that there is no clear winner; either pattern can be the more efficient, depending on the values of
the parameters. Note that, for parameter values in between the integer values tabulated, the value of N
may remain the same but the wastage will alter.

For the case 1 =b =1, r = 0.05, quoted above, the six-point contact method gives

. [1+%(ﬁ—2)] 1139, ] = 11

and b /r = 20 (an even integer); so the case of unequal rows (n =9, n + 1 = 10) applies and

11

N =5 (20 1) +5 =105

| —

The four-point contact pattern obviously gives 100 disks and is therefore inferior in this case.
Table 9.8

N (six-point contact)

Ifr bir=13 bir=4 bir=13 bir=2%8 bir=10 bir=14
4 2 3 4 7 9 13
7 3 3 f I 14 20

10 3 5 10 18 23 33

15 B 12 16 28 36 52

20 11 17 22 39 50 72

Table 9.9



N (four-point contact)

f_,-'r h_.*'r =3 blr=4 h_.-"r =45 hir=2=8 h_,-"r = 10 hir=14
4 2 4 4 8 10 14
7 3 6 il 12 15 21
10 5 10 10 20 25 35
15 7 14 14 28 35 49
20 10 20 20 44 30 70
Further thoughts

1. Can the figure of 105 be improved? If we use a mixed strategy of equal and unequal rows, we
find that rows of 10, 9, 10, 9, 10, 9, 10, 9, 10, 10, 10 can be fitted, giving a total of 106 disks! A
mixed strategy of this kind seems worth investigating.

2. Four-point contact does not have to be on a square arrangement. A staggered pattern can be
adopted as shown in Figure 9.8. Investigate the efficiency of such patterns.

3. Can you extend the model to deal with cases of two different sizes of disks which are cut from
the same sheet. Under what conditions can the smaller circles be fitted in between the larger
ones?

Figure 9.8
9.6 Gutter

Context and problem statement

The building department of the local borough council require some specification on the size of gutters
to fix to house roofs. In a particular new development, the roofs are all rectangular, 12 m long and 6 m
from the ridge tile to the gutter. The angle of inclination of the roofs to the horizontal has not yet been
decided, but will lie between 20° and 50°.

A guttering company is keen to get the contract from the council for the supply. The company say that
their new durable plastic gutters will be sufficient and have always proved adequate no matter what the
weather circumstances. The guttering cross-section is semicircular with radius 7.5 cm and the supplier
claims that, for the roofs in question, one down drain-pipe of diameter 10 cm will be sufficient.



The council's chief housing expert is uncertain about the claims of the guttering supplier and so calls
you in to set up a mathematical model so that a thorough analysis can be carried out before a bulk order
for the plastic guttering is made. The housing chief is particularly interested in whether the size of the
gutter will normally be sufficient to cope with a heavy fall of rain.

This investigation is concerned with the capacity of the gutter to hold rainwater. It is an input—output
type of investigation that can occur in other situations such as the flow of water into and out of a water
tank, river or reservoir. In this case the input comes from rainwater flowing in from the inclined roof
and the output from the vertical drain-pipe(s). The critical question is whether the gutter can hold all
the rainwater without overflow. This means that we are interested in the height of water in the gutter at
a particular time. As the gutter cross-section is semicircular, then when the height of water is equal to
the radius we shall get overflow.

Formulate a mathematical model

Following the systematic plan for mathematical modelling as we have done in previous cases, the first
job is to list the relevant factors (Table 9.10).

The problem can be clarified with the aid of the diagram in Figure 9.9. We now apply a ‘rate of flow’
principle to the gutter system in the following form:

volume rate of change inflow rate outflow rate down
in water in the gutter | from rain the drain-pipe
In terms of the notation given in Table 9.10, this is

V(1) = 0, — Q.. 6.1

Note that Q i and Q o are volume flow rates while the rainfall rate r is a linear rate measured in metres
per second.

Roof

Figure 9.9
Table 9.10



Deseription Type Symbol Units

Rainfall rate Input variable ¢ ms !
Time Variable t 5
Angle of roof Input parameter = deg
Length of roof Input parameter o m
Width of roofl (from ridge tile to gutter) Input parameter b m
Radius of gutter Input parameter a m
Height of water in the gutter Output variable h m
Volume of water in the gutter Variable ¥ m?
Inflow rate to gutter Variable 0 m's!
Outflow rate from gutier Variable 0, m' s !
Cross-sectional area of the drain-pipe  Parameter A m?
Acceleration due to gravity Constant 4 ms*
Assumptions

We shall make a few minor assumptions concerning the flow.
1. All the rainwater falling on the roof will enter the gutter.
2. Rainwater falling directly into the gutter can be neglected.
3. There are no unforeseen blockages in the system due to leaves, etc.
4. Rain falls straight down onto the roof.
5. Rain does not splash away on hitting the roof.

The area of the roof is bd but, owing to the inclination, the area on which rain falls is bd cos a. As the
rainfall rate is r ( t ), the volume rate of rainfall on the roof is

r(t) x area = r(f)bd cosa 9-2)

Also, the inclination of the roof will affect the flow rate into the gutter: the steeper the roof, the faster
will be the flow of rain. Referring to Figure 9.10, we see that the component of the rain's velocity down
the roof is required and this introduces a sin « term into our equation.

Rain

Figure 9.10
Hence an expression for the inflow of rain water into the gutter is

Qi = r{t)bd sin xcos 9-3)

This is a simplification of what actually happens as rain is falling on top of water that is already



flowing down into the gutter.

Now the volume of water lying in the gutter at any moment can be found by considering the cross-
section of the gutter as shown in Figure 9.11.

The volume is then found from

volume = cross-section = length o of gutter.

The cross-section is a segment of a circle. From the diagram, using 8 to denote the angle AOC, the
segment area is given by

| 1 .
area = ;u: x 20 — ;a: sin 20

= —

= a*(0 — sin 0 cos 0)

sin 0 = V2ah — h?/a

but cos 6 =(a—h)/aandso . Hence,

a— f:) B (a — h)v2ah — 313] (9.4)

i o

Vit) = da’ !cus_l (

What is in fact required is the rate of change of V (t).
Now V'(t)=(dV/dh)(dh/dt) and an expression for d V /d h can be found from differentiating
equation (9.4). After a little manipulation, we obtain

V(1) = 20 (0)dV 2ah — 2 (9.5)

Now the outflow from the gutter is through the vertical drain-pipe. The velocity of the outflow is
related to the height of water in the gutter, and the usual relation is obtained by applying Torricelli's law
of energy conservation which states that potential energy lost over height h ( t ) is balanced by the

. . . . . . . . j i . .
kinetic energy gained on exit down the pipe. Thus the exit velocity is V2gh and, since the pipe cross-
section is denoted by A, then the expression for the outflow is

7 4

A

Figure 9.11

0, = A\/2gh (9:6)
If we return to equation (9.1), substituting for the flow rates gives the differential equation

r(Nbd sinxcosx — A/ 2gh = 20" (1)d V2ah — I



i.e.
 r(t)bd sinxcosa — A+/2gh 9.7)
2dd2ah — W

()

Obtain the mathematical solution

A units check is useful for equation (9.7). Referring back to chapter 4, we can see that both sides have
dimension L/T. Note also that an initial state is required (as is the case for any differential equation).
Equation (9.7) is a first-order equation and a suitable initial condition might be h (0) = 0, i.e. the gutter
is dry and it starts to rain. There is a mathematical difficulty with this condition, however, in that
equation (9.7) is ‘singular’ at h = 0, i.e. we cannot evaluate h '(0) when h = 0 is substituted. This
situation may be avoided by working with dt /d h instead, or taking h (0) = 1.0 cm, for example. What
would be the effect of trying other starting values?

Some data have been given above for this model, but a full list is now convenient: a = 0.075 m; b = 6.0
m;d=12.0m; g =981 ms -2;A=0.0025 mm 2 ; a = 30°. Substituting these values into equation
(9.7) gives
1.299r — 0.0145+ (9.8)

VO.150 — 2
Solving the differential equation (9.8) will give us h(t), the height of water in the gutter at any time.
Our problem is now in the form, given the rainfall rate r(t), find the depth h(t).

H{t) =

Two possible expressions for the rainfall rate r(t) are as follows:
r(t) = constant
or
] ﬁ;in(m) 0<it<40
(=<2 a0/ T
0, t = 40
The first model is the equivalent of steady persistent rain which sets in over a long period. Either the

gutter overflows as it cannot cope, or a steady state will arise where the depth of water in the gutter h(t)
settles to a constant value of less

than 0.075 m. From equation (9.8) the steady state can be mathematically predicted by examining what
happens if h ' (t) = 0, which applies when there is a steady state:

1.299r — 0.0145\Vh
h = 8025.7/°

For example, r = 0.025 cm s -1 a steady-state situation occurs at h = 5 cm, as can be seen from Table
9.11 and from the graph (Figure 9.12).

For the second model (illustrated in Figure 9.13) the rain profile represents a short heavy burst which
rises to a peak at 20 s and then decreases to zero at 40 s. Thus we would expect the gutter to fill up
rapidly before the level falls off. This is the behaviour predicted by the model when equation (9.8) is
rewritten as



Table 9.11

iils 0 5 10 15 20 25 30 i5
frfem 100D 2.39 ill 3.58 392 417 4.35 4.50
iis 40 45 50 55 60 . 120
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L
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Figure 9.12
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Figure 9.13



Table 9.12

i's 0 2 4 6 8 10 12 14
Hfifem 1.0 0.28 0.12 0.39 0.54 1.45 2.19 303
i's 16 20 25 30 35 ) 45 S0 51

hem 392 570 735  7.65 642 430 274 023  Empty

i

1.299 x ,}Lsin{m,ﬁﬂﬂj —0.0145vVh
20 0 <1 <40
Wit) = 0.15h — I?
—0.0145+/}
—0.0145vh 40 < ¢
L V0. 15h — B2

The results of solving for h(t) are shown in Table 9.12.

Figure 9.14 shows the graph obtained for h against t and, as we would expect, the response of the gutter
follows the rain profile, rising to a maximum at around t = 28 s and then subsiding to zero after about
51 s. Again a slight mathematical problem occurs near the end because, as h becomes very small, we
are almost dividing by zero in our differential equation for h(t).

9.7 Turf

Context

Grass court tennis matches are always susceptible to interruption due to rain. A water-proof cover is not
often available and so play can only be resumed when
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Figure 9.14

the top layer of turf has dried out sufficiently. This means that either the rainwater has soaked right
through to the subsoil, or it has evaporated back into the atmosphere after it has stopped raining. A
number of mechanical devices can be tried to speed up the drying process but, to avoid damaging the
turf, it is often best to let the turf dry out naturally. Can a mathematical model be set up to represent the
drying process?

Problem statement

Given a local rain shower, is it possible to predict when play can be resumed? In particular, suppose
that the turf is dry to begin with when it suddenly starts to rain and continues at a constant rate of half
an hour. Suppose also that the amount of rain collected in this time is 1.8 cm. (Note that this is a depth
and not a volume until you multiply by the area of catchment.)

Formulate a mathematical model

The problem is somewhat like that in section 9.6 in that we have a flow principle again:
{rate of increase in water in the turf} = {inflow rate} — {outflow rate}

We list the factors in Table 9.13.

Note that Q is measured in metres and becomes an actual volume of water when multiplied by the area
of the turf. Similarly e and s are measured in metres per second and, when multiplied by A, then



become volume flow rates measured in cubic metres per second.

Now consider the model in Figure 9.15. Since the turf is dry to begin with, we have an initial condition
Q (t=0) = 0. With reference to the ‘flow principle’ above, it is necessary to model the inflow, outflow
and turf holding capacity. The inflow is easily done as it is the product of the rainfall rate and the area
of turf considered. Hence

inflow rate = r(f) A4 (9.9)

For the outflow rate, we have to decide how the water will disappear from the turf. This will be through
drainage into the subsoil, and through evaporation back into the atmosphere. While it is still raining, it
is unlikely that there will be any evaporation; so only the soak-away rate has to be modelled. We shall
take it to be proportional to the amount of water currently present in the turf, i.e.

s(t) = aQ(1) (9.10)

Once it has stopped raining, water continues to soak away through the subsoil and can now also
evaporate. The rate of evaporation will depend on the local air temperature and humidity. Also the
water that evaporates will come from the top surface of the wet turf. To keep the model simple, the

Table 9.13

Description Type Symbaol Units
Rainfall rate Vanable rif) ms !
Time Variable t s
Area of wrl Parameter A m*
Thickness of turf Parameter D m
CQuantity of rain currently in the turfl  Vanable a0 m
Evaporation rate Variable elr) ms !
Soak-away Variable Bl ms !
Proportionality constants a, b s !
Time at which it stops raining Parameter ¢ 5
Evaporation
Rain

{

Figure 9.15

Soak-away

evaporation rate will be taken as proportional to the amount of water in the turf, i.e.

e(r) = bQ(t)

Now a differential equation can be formed for Q ( t ) and is expressed in two stages according to

whether it is still raining or not:



: r(t) — aQ(t) 0<t<e (9.11)
Q1) = { —aQ(t) — bQ(1) ¢ <t

This model could be made more realistic but also more complicated by considering alternative
expressions for the soak-away and evaporation rates.

To see whether the solution of equation (9.11) gives an adequate result for the water held in the turf, we
obtain Q (t) by integrating the equation, first supplying data forr (t ), a and b. Note in passing that the
turf thickness D has not come into the problem. The rainfall rate r ( t ) was stated earlier to be constant
over a period of half an hour, i.e.

: 0.018
¢ = 1800 and r(t) = =

—1n-s —1
_—ISIJEI 10" ms

To proceed with the development of the model, we must put in suitable values for the proportionality
constants a and b, but what values are ‘suitable’? At this point, which very often occurs in modelling,
we have to choose from a number of alternative courses of action. One is to look deeper into the
theoretical principles involved and to hope to find appropriate values of a and b from scientific
considerations. Another option is to continue with a and b as parameters with unspecified values, to
obtain the mathematical solution and then to compare the model's predictions with real data. It will then
be a question of deriving the values of a and b for the best fit to the data (see chapter 8). For the
purpose of obtaining a specific answer for this example, we shall avoid these issues here and insert
particular values of a = 0.001 s —1 and b = 0.0005s -1 .

Obtain the mathematical solution

From equation (9.11), if we take 1 m 2 of turf then A = 1 and the differential equations to be solved are
o — {107 =10700) 0 <1< 1800 (9-12)

| —1072Q(1) — 5 % 10740(1) 1 > 1800 (9-13)

Both these are simple linear first-order equations and the solution can be obtained without difficulty.
Integrating equation (9.12) gives

Q(t) = 0.01]1 — exp(—0.0011)] (9.14)
This holds up to t = 1800, at which time Q (t) = 0.00835.

Now solving equation (9.13) in the same way gives

Q1) = Bexp(—0.00151)

where B is an integration constant to be calculated from the condition Q (1800) = 0.00835.
Substituting, we get B = 0.124. Hence,

O(1) = 0.124 exp(—0.00151), ¢ > 1800 (9.15)
Interpret the solution

Equation (9.15) predicts how the quantity of water in the turf decreases after the end of the shower. Our
problem was to find when play can be resumed, which presumably means when the turf is dry again; so
Q = 0. However, the expression in equation (9.15) is a negative exponential function and Q ( t ) will
never actually be zero according to this model. We can make an assumption that, when the water



quantity has dropped to 10% of its peak value, then the turf is dry enough. How long we have to wait is
given by putting Q = 0.000835 in equation (9.15), i.e. 0.000835 = 0.124 exp(—0.0015 t ). Taking
logarithms, we find that —7.08808 = —2.0875 — 0.0015 t, giving t = 3334. So, after the end of the
shower, we shall have to wait a further 1534 s or about 16 min.

Our choice of 10% was rather arbitrary. How much longer would it take to get down to 5% of the
maximum? With Q = 0.004175 in equation (9.15) we find that t = 3796; so a further 462 s or about 8
min is required.

9.8 Parachute jump

Context and problem statement

When a parachute jump is made from an aeroplane, quite often the first part of the descent is made in
‘free fall’ at a high altitude. After a certain time the parachutist then opens the parachute to enable a soft
landing to be completed. The important question for the parachutist is to decide when the parachute
should be opened. This must obviously not be too late; otherwise the landing speed will be too great,
resulting in injury or death of the performer. On the other hand, at a great altitude with a thin
atmosphere a free fall can generate high speeds, which can add to the exhilaration of the event. There
may also be reasons for not opening the parachute immediately owing to the proximity of the aeroplane
and other parachutists. It is therefore interesting to model the motion of the parachute jump and to see
whether there is some optimum position at which the parachute should be opened.

Suppose that the aeroplane is travelling horizontally at a height of 500 m with a speed of 125 m s -1 .
The mass of the person jumping together with the parachute seems like a data requirement, but it turns
out that it is more important for the simulation to make accurate assessments of the air resistance and
the obvious change in air drag when the parachute is opened. The idea of terminal speed is important
again (see sections 4.9 and 6.3). The terminal speed of a human in free fall will be taken as 120 miles h
—1 . Now obviously the parachutist needs to make a soft landing; from information concerning jumps
the usual comment is that a parachute landing should be like falling off a 12 ft wall. This means that the
terminal velocity with the parachute open must be the same as the velocity acquired on falling off the
wall. Now, from simple energy considerations on falling through a height h (and neglecting air
resistance over a small distance), the velocity v is given by v 2 = 2 gh. Here h = 12 ft = 12 x 12/39.37
m. Also g =9.8065ms—2;sov2=2x98065x 12 x12/39.37,i.e.v = 847ms—1.

If we allow for air resistance proportional to the square of velocity, then, following the notation in
section 8.3, the air resistance constant k is given by

k= £

'|I.u’-

9.8065 (9.16)
(8.47)°

~ 0.1367(m™ ")

The air resistance constant for the free-fall part of the drop can be calculated from the terminal velocity
formula v = g/k, which is the case when the air resistance is taken directly proportional to velocity
(again see section 8.3). This

is valid since the atmosphere is fairly thin at a great height and the falling human is relatively compact
in shape. If we take the terminal velocity to be 120 miles h —1 as stated above, this converts to 53.645
ms —1. Hence,



 9.8065
- 53.645 (9.17)
~0.1828 (s~

The equations of motion for the parachutist will be very similar to those in section 8.3 and the same
notation can be followed.

Formulate a mathematical model

The diagram in Figure 9.16 helps to clarify the problem and define the required variables. The list of
factors is given in Table 9.14.

Application of Newton's law of motion gives two equations: one for the horizontal motion and one for
the vertical motion. For horizontal motion, we have

2

d
L (9.18)

—Rcosil =m

and, for vertical motion,
2
. d'y .
—Rsm b +mg = m— = my
dr
: - X
a

(9.19)
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Figure 9.16
Table 9.14



Description Type Symbol  Units
Haorizontal distance travelled by parachutist Variable xi1 m
Vertical distance dropped by parachutist Variable ¥it) m
Time Variable t §
Veloaity of parachutist Variable v ms !
Mass of parachutist plus equipment Parameter  m kg
Air resistance force Variable R N
Air resistance constant Parameter K 5 s
Acceleration due to gravity Constant g ms -
Angle of inclination of path of parachutist Variable il deg
Initial height (given) Parameter hi m
Initial horizontal velocity (given) Parameter N ms !
*Provided that R is directly proportional to v .

Now R =mkvn, ¥ €08 0=x and ¥ S0 0=y , where ¥ and ¥ are the components of velocity,

and the exponent n will be taken as 1 for free fall and 2 for the effect once the parachute has opened.

V. .2
Also from the components, we have the relation eE=XTT) . We can therefore eliminate v and 0
to give
_k_i_(i_z + Iiflz:lljn—l]l.'lj — r-{_ (9_20)
(9-21)

]l'"—l}.-’l _

—g — kp(i® + )7 ¥

These two coupled simultaneous differential equations make up the general mathematical model for the
parachute drop. They cannot be solved without a computer program to obtain approximate answers. In
passing, note that the main assumption made so far is that the motion takes place entirely in one plane,
denoted here by the axes O xy. Now, equations (9.20) and (9.21) are non-linear since they contain

powers of -* and Y However, for the first part of the motion, as we have already stated, if the
assumption is made that the air resistance is directly proportional to velocity, then the exponent n = 1.
This leads to some simplification of the equations so that, in fact, equations (9.20) and (9.21) can be
integrated exactly.

Obtain the mathematical solution

With n = 1 for the first part of the motion, the equations to be solved are

X = —kx
and
y=—ky+g

where, from the data above, the value of k will be taken as 0.1828. Initial conditions are as follows: x
SO — 1 — 175 w0 — X —
(©0) = 0 and (0) = =125 y(0) = 0 g V(0) =10

obtain the solutions

" Integrating twice in each case, it is easy to



x(1) —[l — exp(—kt)] (9.22)

and

w)==—-+= [I expl—kt)] (9.23)

So long as the assumptions on air resistance hold and the parachute is not opened, then these two
equations give the path of the falling person. In fact, y can be explicitly expressed in terms of x by
eliminating t between equations (9.22) and (9.23): to give

__E_g| (]_’E) (9.24)

ku  kK? i

A units check (see chapter 4) may be carried out so that, for example, we can be sure that a k has not
been dropped in error. Also the well-known results for projectile motion in vacuo can be obtained from
equation (9.24) by expanding it in a series and then putting k = 0. This is left for our readers to try out.

It is interesting to chart the velocity of the parachutist as the drop takes place. This can be done from
the velocity equations obtained by differentiating equations (9.22) and (9.23)

x(t) = wexp(—kr)
u(r) = f[l — exp(—kt)]

Therefore,

V' = u exp(—2k1) + (;:)l — 2exp(—kt) + exp(—2kr)] (9.25)

If a graph is drawn of the behaviour of v as time elapses, it can be seen that v has a minimum value.
This surprising result can be checked by differentiation:

.- _.2 2
d‘;j‘f ) — ke exp(—2k1) + @ 2k exp(—kt) — 2k exp(—2kr)]
d(v 2)/d t =0, for a minimum value of v 2 and also for v. Simplifying, we get
A (ﬂ (9.26)
k g’

The speed at this time is easily obtained from equation (9.25) as

o (_8u_ 1(5)2 N
“\g+) T\ &+ kP

which simplifies to

by gu (9.27)

/e 1 kw2

Now the initial value of v is u and the terminal speed is g/k; so equation (9.27) can be checked against
these two values to show that the speed of the parachutist reaches a minimum value, less than both the
initial and the terminal velocities. On examining the inequalities, we can easily show that




gu .
——— < u (initial speed)
V’HE + k2u? '

and

ol <% (termi
——= <2 (terminal speed)
V.fgz kL2 kK

From the data given, calculations using equations (9.26), (9.27), (9.22) and (9.23) can be carried out to
show that in this case the parachutist reaches a minimum speed of 49.31 m s —1 after 10.18 s, when his
position is x = 577.5 m and y = 298.4 m.

If we return to equations (9.20) and (9.21), it is possible to get computer solutions for these equations
for general values of k and n. For instance, if the ‘linear’ model for free fall is rejected, and instead we
take n = 2, then an alternative value of k is easily calculated from the terminal velocity relation g = kv 2
. It turns out that the parachutist still experiences decreasing velocity to some minimum value before
speeding up again.

When the parachute is opened, there will be a sharp jerk due to the abrupt change in the resistance
force. This force can be considerable (and probably unpleasant for the parachutist), which is why the
decision can now be made to open the parachute when the speed is a minimum. We can calculate this
change in force which causes the jerk from the difference between the values of R before and after the
opening. Before the opening.

R =mkyv=m x 0.1828 = 49.3]
and, after the opening,
R = mibav® = m x 0.1367 % (49.31 jz

The difference is about 300 m (N) which is large, but on the other hand the parachute will not be
opened instantaneously; so this change may be spread over several seconds.

Table 9.15
i/s ¥im Speed /fms ! Comment
0 0 125.00 Starting conditions
2 17.43 91.96
4 62.37 66.29 Free fall
6 126.41 54.95 {
8 203,69 50.37 Drag o speed
10 290.16 45.02 Parachute opened
11 32349 19.54 Parachute effect
12 333.33 8.79 A negligible
13 341.89 8.50 Path is almost vertical
14 350.37 8.47 Drag a(speed)”
15 358.54 8.47 Terminal speed
i3 S00.00 8.47 Landing

To simulate the remainder of the descent, equations (9.20) and (9.21) must be solved in the case where
k =0.1367 and n = 2. As the height of the jump was taken to be 500 m, there is about 200 m left to fall.



Data from the computer simulation are given in Table 9.15.

Figure 9.17 (see page 274) shows the path of the parachutist and Figure 9.18 (see page 275) shows how
the speed varies with time.

9.9 On the buses

Context

Bus timetables are very difficult to put into reliable operation because of the many random and
irregular factors which affect the running of the buses. Suppose that, as part of a study into the
operation of driver-operated buses, you are asked to develop a model to look into the problem of
‘bunching’ of buses on the same regular route.

Problem statement
What should be the time interval between buses leaving the bus depot so that
1. buses on the route do not catch up with and/or overtake each other and
2. passengers do not have very long waits in between buses?
Height above ground/m
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Figure 9.17

Formulate a mathematical model

This problem is clearly a candidate for the stochastic simulation treatment described in chapter 7. We



can develop, however, a simple deterministic model as a starting point, and the random elements can be
introduced at a later stage. There are obviously three groups of factors involved: the buses, the bus
stops and the passengers. So we can construct our factor list as follows.

Factors concerning the buses.

Time of leaving the depot.

Time of arrival at any stop.

Number of passengers leaving at any stop.
Time spent at a stop.

Total number of passengers carried.
Maximum capacity.

Speed of travelling.

Traffic conditions.
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Factors concerning the bus stops.

Position of stop on the bus route.

Time elapsed since the last bus left.

Rate of arrival of passengers.

Number of passengers waiting when next bus arrives.
Distance between stops.

Factors concerning the passengers.

Time of arrival at a stop.

Length of journey (number of stops).



Waiting time for a bus.
Total journey time.

There is obviously some overlap here and we need to construct a convenient notation so that we can
express the connections between the factors and reduce the number of variables.

For simplicity, consider a circular route with stops at regular 0.25 mile intervals (Figure 9.19). If we
ignore traffic delays and assume that the buses travel at a constant 30 miles h —1 , then all the journey
times between stops will be 30 s. Assume that passengers arrive at any stop at an average rate of one
per minute. The driver has to collect fares as passengers board his bus; assume that it takes a constant
10 s per passenger. Also assume that passengers take 5 s each to get off the bus and that the bus can
carry up to a maximum of 60 passengers.

Suppose that a total number N b of buses leave the depot at regular intervals T with the first leaving at
time 0 and the I th bus leaving at time (I — 1) T. Let T a (I, J ) be the time of arrival of bus I at stop J, T
d (L, J) the time of departure of bus I from stop J, N 1 (I, J ) the number of passengers leaving bus I at
stop J and N e ( I, J ) the number of passengers entering bus I at stop J.

The time spent at stop J by bus I (which equals Td (I, J) —Ta (1, J)) is clearly determined by the
maximum of {5N 1(1,J), 10 Ne (I, J)} . If we assume that the number of passengers waiting at stop
J when bus I arrives is proportional to the time elapsed since the previous bus I — 1 left, we have

60

Figure 9.19

i.e.

Ne(I.J) = L-‘»-’T(Td”‘ J-1)+ ﬁE — Tu(l 1, JJ)

for an arrival rate of one per minute where INT ( x ) stands for the integer part of x and is an alternative
to the [] notation used in section 9.4. The first bus is rather special in this regard; so we can define T d
(0,J)=0forall J.

The number of passengers leaving bus I at stop J has to be worked out. We may have some data on the
lengths of journeys made by passengers (Table 9.16).



In reality, there could well be a different distribution for each stop and for different times of the day.
For our deterministic model, we can take a constant mean value for all passengers, say three stops. So,
when N e (I, J) passengers board bus I at stop J, this gives rise to N 1 (I, J+ 3)=Ne (L, J). The total
number of passengers on board the bus at any time will be given by the sum £ J N 1 (I, J ) and we need
to check that this does not exceed 60. We now have the beginnings of a simple model. We see that we
need two arrays, namely Td (I, J)and N 1 (I, J), and clearly

Ta(I,J) = Ta(I.J — 1) + 30 + max{10N(1. J). 5N (1. J)}

For our convenience, we have assumed that no passengers arrive while a bus is actually at a stop. We
have also assumed that we do not have buses overtaking each other. Since a study of overtaking was
one of our objectives, we must build this feature into the model. As we have assumed a constant
travelling time, any overtaking that occurs must happen at a stop. Once overtaking has occurred, the
bus numbers become mixed up. We need an array P ( K ) such that P ( K ) is the original number of the
bus which is currently K th in the sequence. Initially, we have P (K ) = K for K=1to N b . The K th
bus in the sequence will arrive at stop J before the ( K — 1)th bus has left if

Ty(P(K), J — 1))+ 30 < T4(P(K — 1), J)

Table 9.16
Number of stops Percentage ol passengers
I 8
2 12
3 20
g 30
5 20
-5 10

We call this ‘bunching’ and we can use a variable B to record the number of occurrences. When it
happens, we can assume for convenience that all waiting passengers continue to board the bus in front
sothat Ne (P (K),J) =0. The condition for overtaking is that Td (P (K ),J)<Td(P(K-1),J).
(We must define P (0) = 0.) When it happens, we must interchange the number labels of the K th and
( K= Dth buses,iie. R=P(K),P(K)=P(K-1)and P (K - 1) = R . Note that we assume no
‘double overtaking’.

In spite of all our simplifications, our model is already getting rather complicated and we have not yet
considered the passengers! We need variables such as T ar (I, J ) which is the time of arrival of the I th
passenger currently at stop J, W (I, J ) which is the waiting time of the I th passenger at stop J, and T j (
I, J ) which is the total journey time of the I th passenger at stop J and equals W (I, J ) + boarding time
+ travel time + disembarking time.

For a more realistic stochastic model, we can use a Poisson process to generate the arrivals of
passengers at a stop and to sample the journey lengths from a distribution such as that mentioned
earlier. We can also introduce random delays into the journey times between stops.

Obtain the mathematical solution

A run of the simple deterministic model on a microcomputer using only four stops and four buses with
intervals of 500 s between starting times from the depot and 60 s between passenger arrivals at any stop



gave the following results:

AT 5TOP |

BUS | ARRIVED AT 30 LEFT AT 30 TOOKONO DUMPEDO
BUS 2 ARRIVED AT 530 LEFT AT 610 TOOK ON & DUMPED O
BUS 3 ARRIVED AT 1030 LEFT AT 1100 TOOK ON 7 DUMPED 0
BUS 4 ARRIVED AT 1530 LEFT AT 1600 TOOK ON 7 DUMPED 0
AT STOP 2

BUS | ARRIVED AT o0 LEFT AT 70 TOOK ON 1 DUMPED O
BUS 2 ARRIVED AT 640  LEFT AT 730 TOOK ON 9 DUMPED &
BUS 3 ARRIVED AT 1130 LEFT AT 1190 TOOK ON 6 DUMPED 7
BUS 4 ARRIVED AT 1630 LEFT AT 1700 TOOK ON 7 DUMPED 7
AT STOP 3

BUS | ARRIVED AT 100 LEFT AT 1100 TOOK ON 1 DUMPED |
BUS 2 ARRIVED AT 760  LEFT AT 860 TOOK ON 10 DUMPED 9
BUS 3 ARRIVED AT 1220 LEFT AT 1280 TOOK ON 6 DUMPED 6
BUS 4 ARRIVED AT 1730 LEFT AT 1500 TOOK ON7 DUMPED 7

AT STOP 4

BUS 1| ARRIVED AT 140
BUS 2 ARRIVED AT 290
BUS 3 ARRIVED AT 1310
BUS 4 ARRIVED AT 1830

LEFT AT 160 TOOK ON2I DUMPED I
LEFT AT 1010 TOOK ON 12 DUMPED 10
LEFT AT 1360 TOOK ON 5 DUMPED 6
LEFT AT 1900 TOOK ON 7 DUMPED 7.

For this run, all passenger journeys were set to one stop only.

With the interval changed to 60 s for the buses and the mean time between passenger arrivals reduced
to 10 s, bunching and overtaking of buses can be seen, as follows.

AT STOP 1

BUS | ARRIVED AT 30
BUS 2 ARRIVED AT 90
BUS 3 ARRIVED AT 150
BUS 4 ARRIVED AT 210

AT STOP 2

BUS | ARRIVED AT 90
BUS 2 ARRIVED AT 150
BUS 3 ARRIVED AT 210
BUS 4 ARRIVED AT 270

ATSTOP 3

BUS 2 ARRIVED AT 195
BUS 1 ARRIVED AT 210
BUS 3 ARRIVED AT 270
BUS 4 ARRIVED AT 330
AT STOP 4

BUS | ARRIVED AT 283
BUS 3 ARRIVED AT 315
BUS 4 ARRIVED AT 375
BUS 2 ARRIVED AT 415

In a fully stochastic version of the model, we would of course collect statistical summaries of the

results of several runs.

LEFT AT 60

LEFT AT 120
LEFT AT 180
LEFT AT 240

LEFT AT 180
LEFT AT 163
LEFT AT 240
LEFT AT 300

LEFT AT 185
LEFT AT 233
LEFT AT 2835
LEFT AT 345

LEFT AT 565
LEFT AT 313
LEFT AT 373
LEFT AT 510

9.10 Further battles

We have frequently mentioned the fact that many different models can be devised for the same physical

TOOK ON 3
TOOK ON 3
TOOK ON 3
TOOK ON 3

DRDUMPELD O
DUMPED 0
DUMPED O
DUMPED O

TOOK ON 9
TOOK ON O
TOOK ON 3
TOOK ON 3

DUMPELD 3
DUMPELD 3
DUMPEL 3
DUMPED 3

TOOK ON 19 DUMPEDR O
TOOK OXN 0 DUMPED 9
TOOK OX 0 DUMPED 3
TOOK ON O DUMPED 3

TOOK ON 28 DUMPED 0
TOOK ON 0 DUMPEDR O
TOOK ON 0 DUMPED O
TOOK ON O DUMPED 19,

situation. We now return to a topic previously



considered in chapter 6 where we used a differential equation model to predict the outcome of a battle
between two armies. To be more precise, this was a continuous deterministic model. No randomness
was involved and each army was represented as a continuous function of time. In the model the
progress of the battle was represented by the graph shown again here in Figure 9.20.

Time is of course a truly continuous variable but the numbers of troops still fighting on both sides at
time t are really integers. We now wish to study this problem using two other models, both of which are
discrete, the first being deterministic and the second stochastic.

Discrete deterministic model

For this we represent our two armies by integer variables x and y and also let time progress in a series
of discrete jumps. We recall that in section 6.5 we made the following explicit assumptions. In 1 h,
each surviving X soldier kills 0.1 Y soldiers; in 1 h, each surviving Y soldier kills 0.15 X soldiers. We
started with x = 5000 and y = 10 000 and we found that the battle ended with x = 7906 and y = 0 after
about 5.8 h. Let us choose 0.1 h as a time step and use x n and y n to denote the number of X and Y
troops still alive after n time steps (where n is necessarily a positive integer). We shall take the above
assumptions to be equivalent to the following. In one time step, each X soldier kills 0.01 Y soldiers; in
one time step, each Y soldier kills 0.015 X soldiers. The model can now be written as

7986 10 000
Figure 9.20

troops alive at troops alive at
next time step | | this time step

} — deaths
i.e.

Xpr1 = INT(x, — 0.015y,)

and

Vorr = INT{y, — 0.010x,)

Note that, by using the INT function, we are making x i and y i into integer variables. We could have
left x i and y i as discrete but real variables and ignored the decimal parts in our final evaluation. This



leads to similar but slightly different results owing to the accumulated rounding errors. (Try it!)

Starting with x = 10 000 and y = 5000, we can now very easily generate x 1,y 1;x2,y2; ..., from
our two equations to give Table 9.17.

Discrete stochastic model

The fact that there are more troops on one side or that they are more effective fighters makes it more
likely that the next single casualty in a battle will be from the other side. We can put together a model
which allows chance to enter while at the same time taking account of this bias in the following way. If
at any stage in the battle, there are x and y troops surviving and fighting, then the probability that the
next death is that of an X soldier can be represented by
0.15y
015y 4+ 0. 1x

and of a'Y soldier
0.1x
0.15y + 0.1x

Note that the two probabilities add up to 1 (the next death must be on one side or the other) and are in
the correct ratio bx : ay.

Table 9.17
M Xy P
0 10000 5000
1 Q025 JO000)
57 78356 71
58 7854 —8

Our stochastic model is therefore quite simple. We start with the values x = 10000 and y = 5000 and
substitute in the above expressions to calculate the probabilities:

P{x becomes x — 1) = 0.429
Py becomes v — 1) = 0.571

Taking a uniform [0,1] random variable RND from a random-number generator, we let x become x — 1
if RND < 0.429; otherwise y becomes y — 1. We then recalculate the probabilities and take another
random number, and so on. The graph describing the progress of the battle can be represented as in
Figure 9.21.

We start from the point x = 10 000, y = 5000, and move in regular horizontal or vertical jumps along
the grid until we finally reach one of the axes and one army or the other has been reduced to zero.
Three particular runs from the same initial conditions gave the following results: y = 0 when x = 7958;
y = 0 when x = 7961; y = 0 when x = 7895. By carrying out several runs, we can estimate the spread of
likely results under identical conditions. Note that it is possible for army Y to win (but very unlikely).
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Figure 9.21

Comparing the models

Why do the figures obtained from the deterministic discrete model not quite agree with those given by
the continuous model? Note that in the discrete model the x and y values remain constant for 0.1 h at a
time. The ‘kill rates’ of 0.015 and 0.01 per time unit which we have used are not precisely equivalent to
the instantaneous rates 0.15 and 0.1 in the continuous model.

With the discrete stochastic model, different runs will of course produce different results but, if we take
the mean of a large number of runs, then we would expect to reach very similar conclusions about the
eventual outcome of the battle, as in the other two models. Note that one deficiency of the discrete
stochastic model is that time does not explicitly appear, so that we have no way of estimating the
duration of the battle. This could be done, however, by extending the model to make the deaths events
in a ‘pooled Poisson process’. At any stage in the battle the time between deaths is then a negative
exponentially distributed random variable with mean 1/( bx + ay ); so we can simulate it by taking

InfRND)

AT = —
bx + ay

Note that at the beginning of the battle, when x and y are large, A T is likely to be smaller, while
towards the end of the battle we get longer time intervals between deaths, as we would expect.



9.11 Snooker

Context

Television exposure has made snooker very popular. The expertise of the game's best players continues
to be impressive and they can usually be relied upon to pot the balls from all distances and angles.
Advice to beginners is to practise hard and often, until you learn how to strike the cue ball so that after
impact the coloured ball is sent off at just the correct angle and speed to enter a pocket. Can a
mathematical model help to give advice to beginners on where to aim with the cue ball and
consequently play better snooker?

The pockets are narrow, but there is a little margin of error which allows a ball to enter a pocket even if
your aim is not quite perfect. Human error is always present; so an interesting question is how much
deviation can be allowed on a shot while still allowing the coloured ball to enter the pocket. Advice can
then be given to the player on where to aim with the cue ball and beginners can learn how to play better
snooker.

Problem statement

To fix ideas, a particular problem will be considered. We shall suppose that only the pink and black
balls remain to be potted and that they are on their marker spots on the table. Let us suppose that the
white cue ball happens to be on the table centre spot. This is shown in Figure 9.22.

The dimensions of a snooker table are required and the necessary data have been marked in the
diagram. The problem that we wish to solve is quite simply stated as ‘How should the pink be potted,
followed by the black in the easiest possible manner?’ This means that we can obviously concentrate
first on potting the pink.

Formulate a mathematical model

There are two features to be considered by the player as he sets out to strike the cue ball: where to aim
and how fast to hit the cue ball. He may also be skilful enough to put some ‘side’ spin on the cue ball so
that a good position can then be obtained for potting the black in the next shot. However, the
investigation here will not take spin into account as the mathematics becomes a little difficult for an
initial model.

The two issues of speed and direction can be separated in the first place. Looking at the directional
problem, we quickly realise that this will involve geometrical work only—a mathematical model for
the impact between snooker balls can be left until later. We assume that the pink ball moves off in the
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Figure 9.22

direction of the collision impulse of the two balls, and in turn this impulse will be taken always along
the line joining the centres of the colliding balls, as they are assumed to be smooth. The problem is
illustrated in Figure 9.23.

From Figure 9.23, it can be seen that the cue ball is aimed at an angle « to the initial line of centres and
that the pink is then sent off towards the pocket C at an angle 3. Our problem is to relate o to 3, and to
find how much variation is possible in making the shot so that the ‘pot’ is successful. We now list our
variables in Table 9.18.

Table 9.18
Description Symbol Uniis
Distances on a snooker table (see Fig. 9.23) OP. PL. LO in
Angles (see Fig. 9.23) x fi rad
Small variations in the angles oo, dff rad
Initial speed of cue ball u ins!
Speed of pink ball 0 ins !
Velocity components of cue ball after impact Uy, U ins !
Elastic constant € -

Obtain the mathematical solution
By using the ‘sine’ rule of trigonometry applied to the triangle OPL,

sinfa + fi) T sina sin i

A snooker ball has a diameter of 2.125 in; so, taking the data from Figure 9.22 we can substitute into
equation (9.28) to get
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Figure 9.23
Rearrangement of this gives, from the first pair of equations,

17.88 tan o = tan x cos ff+sin ff (9.29)

Now [ will be known from the table measurements as tan —1 (18/17) but, before using this value, we
realise that it is the perturbations on o and {3 that are of interest. Denote a small change in o by da and a
similar small change in 3 by 6f; then, by differentiating equation (9.29)

17.88 sec’ o du — sec” a du cos f—tan x sin ff 6f + cos f 6ff

Substituting for o from equation (9.29), after a little manipulation we find that the formula relating the
small changes in o and f is

(17.88 cos f— 1)3p
a =
320.7 — 35.76 cos f

Using 3 = tan —1 (18/17), this reduces to
oo = 0,038 078 of (9.30)

This equation can be used to answer the first question on the accuracy of the shot. The entry to the
pocket on a snooker table is of total width 3.0 in. Without discussing situations where the ball glances
off the edge of the pocket and still drops in (notoriously unreliable!), this means that 6 can be
calculated as shown in Figure 9.24.

We find that §f3 = 0.008829 (measured in radians). Hence, using equation (9.30), 6a = 0.000336 rad.

This is a very tiny deviation. Its value can be expressed as a percentage change permitted in a, which
itself is small. From equation (9.29),

o = “.ln_] &
17.88 —cos fi

= 0.04226 rad

since 3 = tan —1 (18/17). The percentage deviation is (§a/a) x 100 = 0.8%.



Allowing for possible data inaccuracies and so on, we can say that the permitted deviation is about 1%;
so the shot has to be struck very accurately.
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Figure 9.24

Interpret the mathematical solution

From the point of view of the player, knowing the angle of impact and the error allowed does not
necessarily help in lining up the shot. As the player bends across the table to strike the cue ball, it is the
amount of obliqueness of the impact that has to be judged; it does not really help to know that o =
0.042 26 rad. To evaluate the obliqueness, we need to say how much of the pink should be visible from
O as the balls collide. This is a slightly tricky point since the player sees the balls in line from a point
some way back from O, and his eye will probably be above the plane of the table.

From Figure 9.25 the angles y and p are easily worked out by simple trigonometry to be y = 0.02796
rad and p = 0.02906 rad. Hence, if we look at the pink from O, the percentage of the ball visible is
o —p+y 0.04116 = 100

_ _ (]
3 X 100 = e — = T3.6%

Thus, we have answered the next question, i.e. the fact that the obliqueness necessary is for about
three-quarters of the pink to be visible from O.

We now turn our attention to the second part of the problem, namely the potting of the black ball. The
path of the cue ball must be modelled first, which brings us to the question of how snooker balls behave
on collision. For oblique impact, there are three properties of mechanical systems that can be applied.

1. Total linear momentum is conserved along the line of centres of the two balls.



Figure 9.25
2.
The linear momentum of each ball is separately conserved in a direction perpendicular to the impulse.

Newton's impact rule can be used; this states that the relative velocity after impact is proportional to the
relative velocity before impact in a direction along the line of centres, where the constant of
proportionality represents the elasticity of the materials in collision.

Application of (a)—(c) will enable the speed and direction of the cue ball after impact to be calculated.
A diagram is necessary to help to follow the application (Figure 9.26). In relation to the symbols
marked in Figure 9.22, we have, from (a),

ucos(e+ fi) =va+v (9.31)
from (b),
usm(o+ ff) = v (9.32)
and, from (c),
(9.33)

v—vy=(—e)(—u)cos(x+ ff)

A value is needed for the elastic constant e. It is possible that the cue ball will also strike the side
cushion in its motion after colliding with the pink ball. Also, what will be a suitable value for the
velocity of the cue ball just before impact? The following data are reasonably representative.

1. The elastic constant between two snooker balls equals 0.6.
2. The elastic constant between a ball and a cushion equals 0.8.

3. In motion along the table a snooker ball experiences a constant retardation of 0.7 ft s -2
(obtained by trial).

4. uis chosen so that the pink just drops in the pocket.
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The motion of the cue ball can now be charted using the simple formula from particle kinematics which
applies to motion with constant acceleration:

prﬁ _ L.rﬂ — 2FS (934)

(here U is the initial speed, V is the final speed, F is the acceleration and S is the distance travelled).

Now, as the pink just falls into the pocket, from equation (9.34) we get

—U* = -2x0.7x 12V/36° + 34> jo Uy =288 ins -1 . However, a = 0.04226 rad and B =
0.81396 rad; so, from equations (9.31) and (9.33), u = 55.02 ins —1.

The speed of the cue ball can now be calculated. From equations (9.31)— (9.33) v1 =41.56 in s —1 and
v 2=7.21ins —1. These are velocity components with respect to the line PL. It is easier if the motion
of the cue ball is related to OP, and a simple calculation gives the velocity component down the table as
35.17 in s —1 and that across as 23.29 in s =1 which on combining gives a velocity of 42.18 in s —1 at
an angle of 33.51 rad with PR.

Now it is clear from the dimensions of the snooker table that the cue ball is heading for the back
cushion. By using equation (9.32) we can calculate that the impact occurs with a speed of 32.88 in s
-1, at a distance of 20.05 in from the corner pocket. The cue ball then rebounds from this cushion with
its velocity component normal to the cushion reduced by the factor 0.8 (specified earlier as the elastic
constant between the ball and a cushion). Continuing in this way, the cue ball next rebounds off the side
cushion and finally comes to rest at a point O' 36.38 in from the end cushion and 15.95 in from the
side. This is shown in Figure 9.27.
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Can the black ball now be potted, and if so what must be the angle of aim for the cue ball? Further
calculation shows that we should aim so as to cover half the black ball on impact, with again a very
small margin of error. Snooker is a difficult game to play well!

9.12 Further models

We conclude with a selection of modelling exercises for you to try your skills on. They are not arranged
in any particular order and some may be easier than others.

Mileage

Employees of a firm send in claims for travelling expenses which are paid according to the mileage
which they have travelled during the course of their work. The claim form requires each person to fill
in details as follows.

Journey
Date From To Total mileage
X A B m

The clerk who processes the claims has been told to check the mileage figures using the map but she is
very short of time and resorts to using a ruler and measuring the straight-line distance s from A to B. s
is obviously an underestimate of m. Can you develop a mathematical model for estimating m from s: m
=1(s)?

Check your model by measuring a number of distances on a map and give an overall assessment of the
accuracy of your model.

Is it better to use one formula for smaller distances, say up to 50 miles, and a different formula for
longer distances?



If the largest deviation d measured at right angles to AB is also measured can the value of d be
incorporated into the model to improve the accuracy (Figure 9.28)?
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Figure 9.28

A

Y

Figure 9.29

Heads or tails

The result of tossing a coin is normally regarded as a random event with equal probabilities of heads
and tails. In reality of course the outcome is entirely dependent on the initial conditions which set the
coin in motion and, if these conditions and all the other relevant properties were known, we could
predict the outcome.

Figure 9.29 illustrates a simple model in which the coin is represented by a straight-line segment of
length 1, held initially at an inclination 0 to the horizontal and with its centre at height h above a
horizontal table.

Suppose that the ‘coin’ is set spinning with angular speed d6/d t and falls under gravity so that its centre
moves along the vertical line shown in the sketch. Assume that the outcome is determined when one
end or the other of the coin hits the table, i.e. do not try to model ‘bouncing’ off the table.

The objective is to discover how the outcome (heads or tails) depends on the values of h, 1, 6 and df/d t.

Picture hanging

A picture (modelled as a rectangle) is to be suspended from a hook on a vertical wall by means of a
piece of string attached to the back of the picture at two points as shown in Figure 9.30.

The relevant parameters are the lengths a, b, c and d indicated in the sketch, the length 1 of the string
and the coefficient of friction between the picture and the wall.



Side view

Figure 9.30

Develop a mathematical model which will enable you to find how the tension in the string depends on
the other parameters, and in particular how to choose the length of the string and the points of
attachment so that the string is least likely to break.

Also find the angle a of inclination.

For what range of values of the parameters will the string be visible above the top edge of the painting
when viewed horizontally?

Motorway

A motorway is to be built between cities A and B. City B is 20 km due south and 30 km due east of city
A and there is a range of mountains running approximately east-west which lies between them. The
cost of motorway building is related to the nature of the terrain and in Figure 9.31 the whole area has
been modelled in a very simple way using three different terrain types in parallel east—west strips.

Your task is to develop a mathematical model which will help to determine the cheapest route for the
motorway given the relative costs per kilometre of construction for the three types of terrain and the
widths of the strips. In the diagram the straight line route AB is obviously the shortest in distance but
will not necessarily be the cheapest. A route such as ARSB has a short mountain section but is this the
best solution? How would you adapt your model to incorporate the following two constraints.

1. When the route changes direction, the angle made must be at least 140°.

2. The route must pass through a given point such as P in order to merge with an existing road.
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Figure 9.31

Vehicle-merging delay at a junction

Figure 9.32 shows a single-lane traffic stream on the major road and a minor approach road (no right
turns allowed). The traffic flow rate on the major road is known, say q vehicles per hour. The time gaps
(measured at a fixed point) between vehicles on the main road can be assumed to be independent
random variables.

Assume that vehicles arrive at random times on the minor road and that a driver will merge with the
stream of traffic on the main road if he finds a time gap sufficiently large for his safe entry. We can
model this by assuming the driver will always reject time gaps less than some minimum time gap T and
that merging only takes place for time gaps greater than T. The delay time of the driver is zero if an
acceptable time gap is available at the instant that he arrives at the junction; otherwise the driver has to
wait for an acceptable gap.
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Figure 9.32

Make what you think are reasonable assumptions about the values of q and T and any other parameters
involved in the model. Find the distribution of delay times at the junction and investigate how this
distribution depends on the other parameters.



Family names
You are asked to help with a sociological study on the survival and extinction of surnames.

Consider a closed community with N individuals at time t = 0 with K different surnames. Assume that
all the children of any marriage take the father's surname.

Make other assumptions as necessary and set up a model with the aim of answering the following
questions.

1. What will be the distribution of surnames after x generations?
2. What is the probability that a particular surname becomes extinct?

3. How long will a particular surname survive on average?

Estimating animal populations

One method of estimating the size of a living population occupying a finite region, e.g. fish in a lake, or
squirrels in a wood, is to capture a few individuals and mark or tag them.

Suppose that x animals are caught, marked and then released. Some time later, n animals are caught
and y of them are found to be marked. What is the best estimate that we can make of the total number
N of animals living in the region? How accurate is this estimate likely to be and on what does the
accuracy depend?

Derive 95% confidence limits for N. Develop a simulation model to check your answers. What advice
would you give on the choice of values for x and n?

Simulation of population growth

Consider the life of an organism as the sequence birth-childhood-adulthood-old age-death. Suppose
that an individual is capable of producing offspring only during adulthood and that the production of
offspring can be modelled by a Poisson process. Make suitable assumptions about the duration of the
three stages childhood, adulthood and old age.

Construct a simulation model which can be used to study the growth of a population starting from three
young males and three young females at time t = 0.

Find the size N ( t ) of the population at a later time t and also find t ( n ), the time that it takes for the
population to grow to a size n. You should carry out a number of runs of the model and calculate mean
values.

Needle crystals

In many chemical and metallurgical processes a surface film of needle-shaped crystals is formed as a
substance cools. The crystals appear to start to grow from random points (‘nuclei’) and continue to
grow in directly opposed directions. The position of a nucleus and the direction of growth appear to be
totally random. The rate of growth stays reasonably constant. The crystals do not push each other apart
when they come into contact; in fact, when a growing end touches another segment, that end stops
growing and remains attached to the segment that blocked it (Figure 9.33).

We need to know the mean number of crystal ends per unit area which are growing (unblocked) at time
t. No method is known for finding this number exactly. You are asked to help as mathematical
modellers.
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Figure 9.33
1. Select appropriate variables and parameters for defining the problem.

2. Develop a mathematical model with associated software to find the number n(t) of growing
ends at time t.

3. Use your model to find how n(t) depends on the other parameters in the problem.

Car parking

A training manual for car drivers wishes to offer the following advice for parking a car neatly into a
space in a line of parked cars standing next to a kerb. For backing in, first overshoot the space by x %
of a car length and stand off by y % of a car width (Figure 9.34).

1. You are asked to develop a mathematical model which will enable the author of the manual to
substitute appropriate values for x and y.

2. What is the minimum gap length L in order for parking to be possible without driving over the
kerb?

3. Find similar answers for the problem when driving into the space front wheels first.

4. After parking neatly and doing your shopping, you return to find that another driver has boxed
you in. You may still be able to drive out by suitable manoeuvres. Use your mathematical model
to investigate what manoeuvres may be necessary.

Figure 9.34

Overhead projector

Figure 9.35 shows a lecture room with 25 desks and an overhead projector and screen. The students at



the sides near the front complain that they cannot see the screen. The lecturer thinks that it might be
better to position the projector and screen in one corner of the room and to rearrange the desks.
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Figure 9.35

Will this increase the number of students who can see the screen properly? Develop a general model
which can be used to answer this question for a rectangular room of any dimensions.

Sheep farming

A prospective sheep farmer has x m 2 of land available for grazing and wishes to have answers to the
following questions.

1. How many sheep should he keep?

2. How much of the summer grass should he store as feed for the winter months?

3. What proportion of female lambs should he retain each year for breeding?
You are asked to develop a mathematical model to help to answer these questions.
Background information

For a particular type of grass (Perennial Ryegrass) on a lowland site the following are approximations
to the average growth rate.

Winter Spring Summer Autumn

Daily growth/g ] 3 7 4

In most common breeds of sheep the ewes produce one, two or three lambs each year until they are
about 5-8 years old, when they are sold. If we assume that ewes are kept until they are 5 years old, then
the following are the average numbers of lambs born per ewe in each age group.

Agelvears -1 1-2 2=3 id 45

Lambs born ] 1.8 2.4 210 1.8

The following are average feeding requirements per animal during the year.



Daily requirements/kg of grass Lambs  Ewes

Winter }] 210
Spring 1.00 2.40
Summer 1.65 1.15

Autumn {0 1.35




CHAPTER 10
Report Writing and Presentations

Aims and objectives

In this chapter we discuss the ways in which the conclusions we derive from our models can be
communicated to a wider audience.

10.1 Introduction

In the previous chapters, we hope that we have shown you that modelling is fun, exciting, challenging
and rewarding. We may build models for enjoyment or to help us to make sense of the world around us
but very often we build models in response to a request for help with a practical problem. Ultimately,
we need to communicate our conclusions to the person or persons who asked for our help in the first
place. These may be our employers, clients or friends and it is almost certain that they will not be
mathematicians. They will only want to know what conclusions we have come to from our model and
what advice we have to offer.

In this chapter, we focus our attention on how to communicate our conclusions and also how to explain
the way in which we obtained our conclusions. This can obviously be done in two main ways: in
writing and verbally. In practice, it is a good idea to use both. We shall refer to them as the (written)
report and the (verbal) presentation. If we want our modelling efforts to be turned to good practical use
we must make sure that our communication is effective. We might develop a very good and potentially
very useful model but, if we do badly in communicating our conclusions, we may fail to convince
anybody of its worth. With mathematical models, we need to take special care because we shall very
often be communicating with people who have less mathematical training than ourselves.

10.2 Report writing

How much we write and how we say it will depend partly on how large the problem was and for whom
the report is intended. We shall describe an ‘average’ report based on a straightforward problem. The
guidelines which we describe should not be taken as absolutely rigid rules; some of the sections
described can be shuffled around to suit a particular report.

The first point to make is that the report should have a well-defined structure. This will make it more
likely that the intended message will get across to the reader and will make it easier to pick out parts of
the report that may be of particular interest.

We can divide the structure into three sections, to be assembled together in the following order.
1. Preliminary.
2. Main body.
3. Appendices.

Each of these sections will be further divided into subsections of unequal lengths.

Preliminary

We start with the front cover which will carry the first important item of information — the title of the



report. The title should be clear and direct, avoiding any technical jargon, and should be as brief as
possible. It should contain the essence of what the report is about. The title page, which may be either
the first page or the front cover itself, should contain the title, the names of the writers, their official
capacity (if any), the organisation which they represent and the date of issue. The format will look
similar to

by

DAt o

On the next page an acknowledgement or thanks to persons or organisations which have helped in the
investigation may be inserted. Following this should be the contents, listing the headings and
subheadings of all the sections of the report and quoting the relevant page numbers. Appendices and
illustrations should also be included in the list. As well as outlining what the report contains, the
contents also communicate the structure of the report.

After the contents, there should be a summary. This constitutes a report in miniature covering all
sections of the main report and it could be used as an ‘abstract’ for people who do not require the
detailed information provided by

the whole report. You should write the summary after the main report is finished and try to contain it
within a single page.

If the reader is impressed by the contents and summary, he or she may be ready to read the main report
but in some cases, e.g. a senior person with little time, he or she might consider it sufficient simply to
ask for conclusions and recommendations. It may be a good idea therefore to include in the summary
the main conclusions. (Full conclusions are given as the last section in the main part of the report.)
These should sum up the results that have been obtained from the model and what the implications are.
There may be recommended courses of action, offering advice based on the interpretation of the results
produced by the model. In effect, we are providing a short-cut through the report, i.e. title—contents—
summary and conclusions, as an alternative to reading the full report.

Before we leave the preliminary section, we have a further page to add, namely a glossary of variable
names together with units of measurement and symbols used. Any particular variable or parameter
should of course be represented by the same symbol throughout the report. Also included should be an
explanation of any abbreviations used in the report.

Main body

This should start with a problem statement explaining the background to the problem and why the
model was developed. The objectives of the investigation should be clearly stated here. (This
subsection may alternatively appear in the preliminary section of the report.) You need to remember
that whoever reads your report will look at the conclusions to see whether the objectives have been
achieved; so you must ensure that they relate.

In developing your model, you will have made a number of simplifying assumptions. These should
now be listed carefully and clearly. Include all the assumptions that you had to make in order to make
progress with the model together with those assumptions that you decided to make in order to keep the



model simple. There is obviously going to be a link between the assumptions and the final conclusions
obtained and you could be challenged on the validity of the assumptions. You should be prepared to
defend them if necessary.

It is very likely that some data are included in the report. Present the data clearly and accurately using
tables and graphs and also give the source. If there is a large amount of data, this would be best put in
the appendix.

The next subsection will probably be the longest in the whole report. It will explain the development of
the model from the assumptions and the derivation of equations, etc., which completes the formulation.
There may well be a number of diagrams involved also.

The development and formulation will be followed by the solution of the equations, including an
explanation of the solution procedure and any com-

puter software used (either specially written or standard packages). It may also be of relevance to
mention the computer hardware used. If much algebraic manipulation and/or numerical work is
involved, it may be better to postpone some of it to the appendices.

Having come to the end of the solution stage, we shall be ready to present our results. These could
range from very brief (a single number or statement) to many pages of graphs or tables. If there are
many pages of results, it is probably wiser to put them into the appendices. Do not produce a large
volume of results if they are not really useful. The main point is that they should illustrate the
conclusions and provide information that could be of use.

You may wish to sum up your conclusions and recommendations here instead of or as well as in the
preliminary section. Do not forget to say something about the possible accuracy of your results and the
sensitivity of the conclusions obtained to the parameter values used and the assumptions made. You
may wish to criticise your own model here, pointing out its limitations.

Finally there could well be a section outlining possible extensions, generalisations and suggestions for
further work.

Appendices

This is the section into which detailed information relevant to the subject of the report can be put. We
may have given the impression that it is some kind of ‘dustbin’ into which we put things which are
rather inconvenient. The point, however, is to enable an interested reader to study the information in
greater depth than is possible in the main body of the report. It is also possible to include in an
appendix items of information such as graphs or tables which are frequently referred to in the report
and would otherwise have to be repeated several times.

In the main body of the report, you may have referred to, or directly quoted, or used data from
published sources. These should be listed under a heading ‘References’, including author names, book
or journal title and volume number, page numbers and date of publication. You may also know about
books or articles not mentioned directly in the report but containing relevant material either as
background reading or further reading. These should be listed under the heading ‘Bibliography’.

Summary

Normally the following headings will appear in a written report but not necessarily in the same
sequence. Your particular report may involve special factors which require a different sequence or you
may decide to leave out some of the sections.



Front cover.

Preliminary.

Title page.
Acknowledgements.

Contents.

Summary.

Conclusions.

Glossary.

Main body.

Problem statement.

Assumptions.

Data.

Development.

Solution procedure.

Results.

Conclusions and/or recommendations.
Extensions.

Appendices.

Data.

Derivation of equations.

Program structure and/or flow diagram.
Program listing.

Numerical results.

Graphs, tables and illustrations.

References and / or bibliography.

Back cover.

General remarks

Before starting on the report, spend some time thinking. If you know who the readers are going to be,
ask yourself ‘What do they need to know?’ and ‘What do they know already?’ Make rough notes of
particular points that you want to make sure are in the report. Consider the purpose and scope of the
investigation and aim for a report which is appropriate in length for the importance of the work that has
been done. Also consider the time available for preparing the report and divide it up between thinking,
planning, writing and revising. Decide on the style of writing, bearing in mind who your readers are
going to be. If they are strangers to you, be appropriately formal but not too pompous or pedantic. Try
to choose a style which is clear and informative remembering that the object is to communicate what
you have done.

While constructing the report use, if possible, a word processing package such as Microsoft Office so
that revisions can be easily and quickly made. Make sure that all pages are clearly numbered and
always start new sections, subsections or topics on a new page. Give sections and subsections headings
which are underlined. Also underline any points requiring special emphasis in the report. It is a good
idea to use a numbering scheme such as

5 BODY OF REPORT

5.1 Problem statement



5.2 Assumptions
5.2.1 First assumption
etc.

The merit of a numbering scheme such as this is that it makes it easier to cross-refer from any part of
the report. Do not go too far with it, however; for example a section such as 5.2.1.5 could well put off
the reader.

Each graph or table should have its own page and be clearly titled. If possible, place them next to the
section of text in which they are discussed. Be neat and well organised and make sure that the grammar
and spelling are correct. If they are not, your reader will quickly be distracted even though you may
have something good to say. Avoid long sentences (30 words or more) and do not use complicated
words when simple words will communicate the meaning equally clearly. Also keep paragraphs
reasonably short and well spaced. This makes a more effective visual impact than large blocks of print.

Consider revising your report after putting it on one side for a while. Read through your first draft and
consider the following questions.

Is the report objective?

Is it likely to create a good impression?

Does the writing match the needs of your readers in style, vocabulary and level of mathematics?
Is the report positive and constructive?

Is the title page complete and well laid out?

Is the summary clear, brief and accurate?

Is the layout clear and easy to follow?

Does the report read well?

Are any essential sections missing?

Are the sections in the most suitable order?

Do the headings stand out?

Is the problem clearly stated?

Is the level of detail appropriate?

Have you included all the facts and no unnecessary information?
Are the sources of facts clear?

Do the conclusions follow logically from the development?
Are possible solutions abandoned without reason?

Are symbols, etc., suitable and consistent?

Are there any statements whose meanings are not quite clear?
Are facts, figures, calculations and drawings accurate?

Are the most important points sufficiently emphasised?

Are there any faults of logic or mistakes in spelling?

If you feel that the answers to any of these questions are not satisfactory, make the necessary revision



until you are satisfied with what you have produced.

10.3 A specimen report

The brief specimen report which follows describes a genuine attempt to solve a real practical problem.
It is presented here as a specimen with which to illustrate some of the topics discussed in section 10.2.
It should not be taken to represent an ideal or typical report. In practice, reports are certain to be much
longer than this and to contain far more data and analysis of results.
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1 PRELIMINARY SECTIONS

1.1 Summary and conclusions

The problem considered is how to identify all those individuals in a population who possess a certain
rare blood condition, using the minimum number of tests. A two-stage procedure is found to be the
most efficient in terms of minimising the expected total number of tests. In this procedure the
population is divided into groups each containing K 1 individuals at the first stage and K 2 individuals
at the second stage. The optimum values of K 1 and K 2 are independent of the total population size,
depending only on the incidence of the condition being tested in the population.

1.2 Glossary

Symbaol Description

N Number of individuals in a population

P Proportion of individuals in the population who have a certain condition
K, Ky, K3 Numbers of individuals in groups

L Ly, Ls Numbers of groups

X Number of groups giving a positive response to the test

T Total number of tests carried out




2 MAIN SECTIONS

2.1 Problem statement

Suppose that we have a finite population of N individuals, each with a fixed probability of having a
certain (rare) condition and we wish to identify all the affected individuals. We assume that samples of
blood are available from all the individuals concerned and that a test is available which will detect the
presence of the condition. If the testing procedure is expensive or difficult to carry out, we shall wish to
minimise the total number of tests required to find all the affected individuals.

Suppose that it is possible to apply the test to the pooled blood sample from a number of individuals
such that a positive result will be indicated if at least one of the individuals is affected. We can then
save on the number of tests since a negative result will allow all individuals in the pool to be cleared.

There are a number of different testing procedures which could be used in these circumstances and the
problem posed here is to find a procedure which will minimise the expectation of the total number of
tests.

2.2 Assumptions
For the remainder of this report we shall assume the following.

1. The test in question can be applied to a pooled sample of blood made up from the samples taken
from the individuals.

2. The test is 100% reliable in the sense that a negative response means that all individuals who
contributed to the pooled sample must be clear and that a positive response will only be
obtained when at least one individual in the pool is affected.

3. The amount of blood sampled from each individual is sufficient to be divided into a number of
parts for subsequent testing.

4. Every individual involved has the same inherent probability P of being affected.

2.3 Individual testing

The most direct procedure is of course to apply the test to every individual. We show in the next section
that this is in fact the best procedure if P exceeds about 0.3 but for smaller values of P the use of pooled
samples gives a saving in the expected number of tests.

2.4 Single-stage procedure

In this procedure, we divide the population into a number of groups ( L, say) and test a pooled sample
from each group. Each group contains K = N/L individuals and each test is a Bernoulli trial with
probability (1 — P ) K of a negative response. If X is the number of groups giving a positive response,
the distribution of X will be binomial (L, P"), whereP'=1-(1-P)K.

For each group with a positive response, all the individuals in that group will be tested. This requires
XK tests. The expected number of tests is therefore



E(T) =L+ KE(X)
=L+N[1—(1-P)

or, in terms of K, the size of each group,
E(T) =N(%+1— (1 _P}*‘) @

K has to be an integer of course but, if we regard the expression on the right-hand side as a function of
a continuous variable K, we obtain curves such as those shown in Figure 1. For values of P < 1 —
exp[—4 exp (—4 exp (-2)]( = 0.418), the curves have a local minimum for K > 0 so that the expected
number of tests can be minimised by an appropriate choice of K.

E(T)/N
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Equation (1) shows that the optimal choice of K depends on P only. We can get an approximation to
this optimal K value for small P by using the relation 1 — (1 - P ) K = KP; then
1

E(T) = N(E + KP).

Differentiation with respect to K gives

d (E(T)y o2
dk(w)—ﬂ atKk=p '~

From the graphs in Figure 1 we see that, as K — o, we have 1/ K+ 1 - (1 -P) K - 1 so that E(T)/N
can be brought close to 1 by choosing a sufficiently large value of K. In practice of course there is an
upper limit on K given by the value of N . For values of P < 1 — exp[— exp(—1)]( = 0.308), the local
minimum for E(T)/N does give the overall minimum. For values of P larger than this, however, the
overall minimum for E(T)/N is 1.0 and the best choice is to make K as large as possible, in other words
to test each individual in the population.

The distribution of T/N can be found from the fact that T/N = 1/ K + KX / N where X is binomial



(N/K,1-(1-P)K).

2.5 Two-stage procedure

In this procedure the first stage is to divide the population into L. 1 groups with K 1 = N/L 1 individuals
in each group and to test the pooled blood samples from each. This requires L 1 tests to be carried out.
Suppose that X 1 of these are

positive. In the second stage, we divide all the positive groups into L 2 subgroups with K2 =N/L 1L 2
individuals in each and test the pooled blood samples from each subgroup. This requires X 1 L 2 tests.
Suppose that X 2 of these tests are positive. For each positive result, we test every individual in that
subgroup. The total number of tests for the whole procedure is

XaN

T=L]+XIL2+L1L2,

where the random variable X 1 has the binomial distribution ( L 1 , P ') and the distribution of the
random variable X 2 , conditional on X 1, is binomial ( X 1L2,P"), whereP'=1-(1-P)N/L 1

P” = 1 - (1 - P}N'III.L.ILZ. r ’ n
and Wehave E(X1)=L1P'andE(X2)=L1L2P"'P", so that
E(T)=L1+L1L2P"+ NP'P". As with the single-stage procedure, it is mathematically more
convenient to express E (T) in terms of K 1 and K 2 , which give us

—— 1 . kil 1 0 Ks
Ei_T;_N[E|[1 (1-P) ](M—2 M=(1-PF) ])] ()
Using the approximation 1 — (1 — P ) X = XP for small P, we get
. 1 PK;
E(T) =~ N[ —+—+ P?’K1K3 .
) (K'I K3 | 1 2)

On setting the partial derivatives with respect to K 1 and K 2 equal to zero, we find that for a stationary
point of E(T) regarded as a function of K 1 and K 2 we have
K4 L P2,
V2 (3)
Ky =P V2

In actual fact, of course, K 1 / K 2 must be an integer. As with the single-stage procedure the optimal
choices of K 1 and K 2 are independent of N, being dependent on P only.

2.6 Results

In Table 1 the values of K, K 1 and K 2 giving minimum E(T) are recorded for various values of P .
These were found by direct search from the exact expressions (1) and (2). A marked reduction in the
expected number of tests is revealed when the two-stage method is used, especially at low values of P.
The approximations given in equations (3) are found to be reasonably accurate. For example, at P =
0.02, equations (3) give K 1 = 13 and K 2 = 7 while the actual optimum is at K 1 = 16, K 2 = 8. To
indicate the distribution of T, a simulation was carried out using a random-number generator. The
following results were obtained from 300 runs using a population size N = 96 (for convenience) and P
= 0.02. The distribution of T using the two-stage procedure with K 1 = 16 and K 2 = 8 is as follows.



Table 1

P Single-stage procedure Two-stage procedure
K EIT)/N Ky K; E(T)/N

0.001 32 0.063 50 25 0.0232
0.002 23 0.088 50 25 0.0285
0.003 19 0.108 48 16 0.0355
0.004 16 0.125 48 16 0.0426
0.005 15 0.139 42 14 0.0502
0.006 13 0.152 39 13 0.0575
0.007 12 0.164 36 12 0.0645
0.008 1 0.175 33 1 0.0712
0.009 1 0.186 30 10 0.0776
0.010 1 0.196 24 12 0.084
0.020 8 0.274 16 8 0.138
0.030 6 0.334 12 6 0.185
0.040 [ 0.384 10 5 0.229
0.050 5 0.426 10 5 0.271
0.060 5 0.466 8 4 0.308
0.070 4 0.502 8 4 0.346
0.080 4 0.534 5 5 0.384
0.090 4 0.564 5 5 0.417
0.100 4 0.594 5 5 0.450
0.200 3 0.821 3 3 0.734
0.300 3 0.990 3 3 0.984

=0.308 N 1 N 0 1

T 6 8 10 12 14 16 18 20 22 24 2% 28

Frequency 41 89 42 32 13 20 15 14 3 5 N 5

T 34 38 40 42 a8

Frequency 1 2 4 2 1

T T

This has a mean value of 12.76 and a variance of 57.42. The calculated value of
which agrees well with the theoretical prediction of 0.138 from Table 1.

N is 0.133,

For comparison, a simulation of 300 runs using the single-stage procedure with K = 8 (for N = 96, P =

0.02) gave the following distribution of T,
T 12 20 28 36 44 52 B0
Frequency 41 102 67 51 18 17 4

This has a mean value T of 27.2 and a variance of 128.64. The calculated value of T N is 0.283
compared with the theoretical value of 0.274.

2.7 Regular section procedures

In a bisection procedure an initial test of the pooled sample for the population, if proved positive, is



followed by a division of the population arbitrarily into two halves and a pooled test is applied to each
half. Every positive result leads to another bisection until we get down to the level of individuals. Exact
expressions for the number of tests required seem difficult to obtain. Simulation runs were carried out
with N = 256 for the bisection procedure and N = 243 for a similar trisection procedure. Typical results
are shown in Table 2 although the variance is appreciable with a coefficient of variation of about 2%.

The bisection results are better than the equivalent results for the single-stage procedure but less good
than the two-stage results. The trisection results apparently show it to be the least efficient of the
procedures considered.

2.8 Conclusions

Of the procedures examined, the most efficient in terms of minimising the expected total number of
tests is the two-stage procedure in which the

Table 2
P E(T )N for bisection E(T)/N for trisection

0.01 0.110 0.428
0.02 0,195 0.675
0.03 0.253 0.733
0.04 0.312 0.787
0.05 0.352 0.827
0.10 0.531 0.978
0.20 0.746 1.183
0.30 0.864 1.210
0.40 0,927 1.381

population is divided into groups each containing K 1 individuals at the first stage and K 2 individuals
at the second stage. The optimal values of K 1 and K 2 are independent of the population size N,
depending only on the value of P, the incidence of the condition being tested in the population. For
small P the saving obtained over the single-stage test is about 50%. It is possible that an improvement
could be made using procedures with more than two stages but, in practice, two stages seem likely to
be sufficient.



3 APPENDICES

3.1 Possible extensions

1. We have assumed that all the individuals tested have the same probability P of possessing the
condition. If instead it is known that age or sex or some other easily identifiable factor affects an
individual's probability of having the condition, then this could be taken into account when
forming the groups. A more efficient procedure might then be possible.

2. We have described the testing procedures in terms of blood samples but the same conclusions
could apply to more general situations. Suppose that some finite population is considered in
which every item either does or does not possess a certain defect. We assume that from each
item a product can be extracted (‘blood’) on which a test can be carried out which will reveal
the presence of this defect. We wish to identify all the defective items using the minimum
number of tests. If the test can be applied to pooled samples as effectively as to individual
samples, then the conditions are equivalent to those considered in this report and the same
conclusions will apply.

3.2 Mathematical analysis

The graph of E(T)IN against K for the single-stage procedure corresponds to an equation of the form

y:% 1 xX,
where
x=1-P

To find the local extreme values of y, we differentiate with respect to K. This gives

dy 1 ¥

K- 12 x"Inx

which equals 0 when

kZxK __1
Inx

Now, since x < 1, the expression K 2 x K considered as a function of K has a graph such as that

sketched in Figure 2.

There is a local (and global) maximum for some value K = K * . We are looking for points where the
graph is cut by the horizontal line at height — 1/In x. Clearly there will be no such points if — 1/In x >

) ] 2K 7. Ks
m, where m is the maximum value of K%', i-. Kix™".
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We find K * by solving
di (K2x*) =0

or

i{2Ir'|!c + Klnx) =0,

dK

Le.

%—Inx 0.
Therefore,
(-2

There will be no roots if

2
__1 e (_ 2 ¥ 2/ Inx'
Inx Inx

ie.
x < exp|—4exp{—2)|
or

P =1—exp[—4exp(—2)
= 0.418.
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Figure 3

From the sketch, we see that, if we have two roots K 1 and K 2 and the graph of y against K behaves as
shown in Figure 3, K 1 is clearly the value in which we are interested. K 2 is in fact quite large. For
example, when P = 0.1, K 2 = 55,

The minimum value of y is

_!"rmln.:Kl 1 xK1

1

and this will be less than 1 if 1/ K 1 <x K 1. Combining this with the equation

1 K
— +x'Inx =0,
K3

we have that Y min < 1 when

P<1—exp—exp(—1]]
= 0.308,

10.4 Presentation

Writing a good report, as we have emphasised in the previous section, is vital. In real life, time is often
short, many different interests are competing for attention and there may be a reluctance to read reports
(especially if they are lengthy). An alternative way to report your modelling conclusions to
management and staff is to give a verbal presentation.

The precise arrangement will vary according to circumstances but, generally speaking, a time and place
will be devoted to a verbal presentation of your findings in front of an audience (usually a small group).
If you try to do this without adequate preparation, it will almost certainly be a disaster.

Preparation

You will normally have worked as a group of people on your modelling project and it is very likely that



the presentation will involve all members of the group. Quite clearly this means it will be necessary
1. to plan,
2. to prepare and
3. to rehearse your presentation.

For the plan, you need to consider the following questions. How much time will you have for the
presentation? How much material should you try to present in that time (and not how much you can get
through but how much the audience can take in)? In what order should you present the material? How
should you share out the time between the members of your group? What are the most important points
that you wish to make in your presentation? What will be the most effective way of making these
points? What technical aids will be available to you for the presentation?

For the preparation, you need to keep in mind the order in which you will go through the material and
where the ‘natural breaks’ will occur when one speaker hands over to the next member of your group.
The most popular mechanical aid is the overhead projector (OHP). The material that you wish to
present should be prepared on transparent sheets beforehand. Do not write or do mathematical
calculations during the presentation itself. Try to arrange your material so that it comes naturally in
sections of one transparent sheet at a time. Do not put too much information on one sheet and
remember that your material should be legible and clearly visible from the back of the demonstration
room. Data and drawings should be made large and clear. A superb drawing, if it is too small, is a waste
of time. Use different coloured inks if

you have them. As a rough guide, seven distinct pieces of information on one sheet should be the upper
limit. Plan what you are going to say in advance and coordinate your speech with your OHP slides.
Remember that your audience will be looking at the screen at the same time as listening to what you
are saying. For the rehearsal, when you have got all the material ready, try to get the help of an
impartial observer willing to sit and listen. Time your presentation carefully.

Giving the presentation

Have your material ready with all your OHP slides numbered and in correct sequence. Be punctual and
arrive neatly dressed (impressions matter). Ideally the OHP equipment, etc., should already be set up
with chairs arranged for both your audience and the members of your group (arranged at the front,
facing the audience). If necessary, check up on the arrangements beforehand and make sure there will
be no last-minute hitches such as being unable to get the OHP to work! A very useful idea is to
supplement the OHP with a board on which is pinned a large piece of paper ‘sign-posting’ your
presentation. This should show the headings for the various sections and a useful device is to have a
movable ‘arrow’ which can be moved down the sheet as the presentation progresses. The audience will
then be fully in the picture at all times, knowing where they are and what is to come next.

The introduction is a very important part of your presentation. This is where you make your opening
impact and you must capture your audience's attention and interest. If you get this wrong, the rest of the
presentation may flop. The responsibility of doing the introduction should be given to the most able
member of your group. He or she will have the responsibility of setting the style for the whole
presentation. One of the opening remarks should be to introduce all the members of the group by name,
possibly indicating their particular roles in the presentation.

The hand-over from one speaker to the next is very difficult to do well and should be practised in the
rehearsals. It should be smooth and efficient; otherwise the continuity of the presentation may be
destroyed and the audience's concentration may wander. Some phrase such as ‘I now hand you over to



my colleague X who will ...” should be used.

While speaking, do not read from notes if at all possible. This is guaranteed to put off the audience. Try
to memorise what you are going to say. If you need notes, make them very brief and put them on cards
rather than on a sheet of paper. If you are at all nervous, your hand may start to shake and this will be
amplified if you are holding a large piece of paper! Look at the audience, make eye contact and look
for responses. A nod or a smile shows that you are getting

through. If they appear puzzled, slow down or repeat what you have just said or offer to answer any
questions. Do not just carry on like a steamroller.

Try to avoid mannerisms; these are due to nervousness and can be controlled. Take care not to obscure
the audience's view of the OHP screen. Do not turn round to look at it yourself; if you need to, read it
off the machine itself. Speak clearly without rushing and never give the impression that you cannot
wait to finish and sit down again.

Be prepared to answer questions from the audience at any moment. Answer politely even if you think it
is a stupid question. If you do not know the answer, do not panic and do not try to avoid the question or
fudge the issue! Say clearly that you do not know the answer and offer to look into it.

The closing statement is also very important and should be thought out carefully at the planning stage.
Try to finish on a positive constructive note. At all costs, avoid finishing by trailing off into an
embarrassing silence. It is a good idea for the first speaker to come on again for the finish; this rounds
the presentation off nicely.
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Solutions to Exercises

Chapter 2

Example 2.2 — Double wiper overlap problem

=N

The area of the curved region ABCD is required.

Taking Oxy axes as shown, then the area is formulated in terms of the double integral in polar
coordinates:

s B
[ do f rdr
= AD

The principle difficulty in evaluating this is the upper limit BC which is the polar equation of the curve
BC. First, the equation of the circle containing BC in cartesian coordinates is:

(=) +32 = (L+1)?

Transforming into ‘polars’ by substituting x = r cos 8 and y = r sin 8 and manipulating to get r explicitly
gives:

r=wcosf+ J{_L +r)? —wlsin @

The integral looks a little unpleasant, but if a computer algebra package such as DERIVE is used, then
the answer is immediately delivered:

2 L+r 2

3 3 . L+ 2 . * 51 '8l f Bl .
Areaypep = (r + 2Lr)2f2 + 1 fdw” sin|2x) L. s I(“ ’””‘) - VAL +r) —w? sin’ x

Trial data: r =40 cm, L = 10 cm, w = 20 cm, o = 2n/3 gives Area ABCD = 1578 cm 2.



Chapter 4

Temperature outside.
4.1  Cost.
Heat saving
4.2 See chapter 3.
Height of thrower.
4.3  Angle of projection.
Speed of throw.

Number of lifts available.
Correct lift positions, number of other users, speed of operation of lifts.

4.4
(a) (i) No. (ii) Yes. (iii) No. (iv) Yes.
(b) (i) Yes. (ii) No. (iii) No. (iv) No.
(0) (i) No. (ii) No. (iii) Yes. (iv) No.
(d) (i) No. (ii) No. (iii) Yes. (iv) No.
* (e) (i) No. (ii) No. (iii) Yes. (iv) No.
() (i) Yes. (ii) No. (iii) No. (iv) No.
(2) (i) No. (ii) Yes. (iii) No. (iv) Yes.
(h) (i) No. (ii) Yes. (iii) No. (iv) No.
(a) (i) Yes. (ii) No. (iii) Yes.
46 (b (i) No. (ii) Yes. (iii) No.
(c) (i) Yes. (ii) Yes. (iii) Yes.
(i) a gives a vertical shift.
b affects magnitude of expression.
¢ affects rate of decay.
4.7
(ii) a magnitudes the expression.

b shifts maximum point.

c gives a vertical shift.



4.8  (c)is correct.
4.9  (e)is correct.
4.10 kLU 2/D.

[k]=ML-1.
kgm-1.

4.11 A + B sin(n t /12) + c sin(m t /4380).
4.12 A(x)=a/x,B(y)=Db/y where a/x +b/y =c.

4.13 Assin 2 (mt/6) exp(—0.11t).

X
(i) c is the smallest term, and # the largest term.

ax

4.14 (ii) ab is the smallest term, and b the largest term.
bt
(iii) c is the smallest term, and ¢ the largest term.
5 o
4.15 bx® + -

(i) x 2 + a. (ii) X (iif) @ V-

2
— 1.
416 (i) 0.01x3.(i) * | (iii) SO ES

01 0l
4.17 T
(i) 0.001 + 0.0001 x. (ii) x. (iii) '

4.18 1.79ms -1

4.19 1N=105dyn=7.23 pdl.

4.20 1 million ft 3day -1 =0.3278 m3s -1.

4.21 The track with a perimeter of 440 yd is longer by 2.34 m.
4.22 7.27 x10 -5rad s -1, 6.67 x 10 4 mph.

4.23 Nm 2 kg -2

4.24 ML -7T =2



4.25 (a) Correct (b) Error (c) Correct (d) Error
4.26 (a) Error (b) Correct (c) Error

4.27 Incorrect

il

428 a=3, b= kN g

and c = 0. Thus u =

Chapter 5
52Fn+1=115Fn—-2000-kPn,Pn+1=0.99997 Pn

53 A, E, G
54 E, G
5.5 (a) Xn+1=(1+r/100) X n- 12 m

56An+1:An+15,Bn+1:Bn—9,Pn+1:Pn+5—790Pn/An,Qn+1:Qn+1+790Pn/
" An-800Qn/Bn

(A Xn+1=(19 X n + 100)/21
57 () Xn=50[1-(1921)n],Yn=100-Xn

(c) X n and Y n become 50

Chapter 6
6.1 N = 0.02sin”(n1/4)N — 0.1, N(0) = 5.  eacured in years, N in thousands.
6.2 T(t)=18+ 42 exp(—0.09060 t ). Cools to 30°C in 13.82 min. T (10) = 34.97°C.
6.3V (t)=(1.279-10.0399t)3.Visinm 3, tisin h.
6.4Y =a2/4p.
(a) False. (b) False. (c) False. (d) False.
6.5 (e) (i) No. (ii) Velocity zero. (iii) No.

(f) (i) No. (ii) Yes. (iii) Yes. (iv) No.

6.6 (a) Moment of applied force about hinge axis is required. This is the product of force and
perpendicular distance. So, if the distance is reduced then the force must be increased for the same



effect.

(b) Friction opposes motion and is proportional to the normal reaction between the object and the
ground. This reaction is larger than pushing.

(c) Circular motion has force towards the centre which increases as the square of the angular
velocity.

(d) As capsule moves in an approximately circular orbit, the astronaut experiences a balance
between gravitation and centrifugal force.

The differential equation has the form

6.7 mX + ki + Ax = iy(nt) + kny(nt)

where x is the vertical car body displacement, y is the ramp profile, A is the spring constant, k is the
damper constant, n is the speed of the car at time t after the ramp is hit and m is the mass of the car.

For case A, the motion can be described by the equations
Tr = —1I8, Tcos(d—¢) = G

and

6.8
T b I

singg  sin(t! —¢h)  sind

where T is the force between the arm and the door, G is the spring force, r = PB, b = BS, 1 = PS, 0 is
the angle at which the door is open, ™ = BSP and I is the moment of inertia of the door. [case B — no
solution supplied]

Variable mass problem. The equations of motion are

d
ey — T = — (pxv)
6.9 pPEX dfu V)

and
7 ( d ( W
g 'E’I_df{p x)v}

where x is the length of vertical chain, | the total chain length, T the tension in the chain at the
deck edge, p the mass per unit length of the chain, p the coefficient of friction and v the velocity.



Equations of motion are horizontally:

X+kx+KV=0; x(0)=0; x(0)=wucosa+i
6.10 vertically:

V=ki+g=0; v(0)=/lp0)=usino

where V is the wind speed, i the run-up speed and u the throw speed.

Conditions for the ball to enter the basket:

305 — h— 4.6tans — (£)(@.672 5% 4> sin (2
1n? 9

6.11 2

where IT is the angle of path with the horizontal on entry, u the initial throw speed and angle o,
and h the height of the thrower.

6.13 Approximately 53 h.
6.14dx/dt=-ay+R1,dy/dt=-bx+R2.

6.15d X/dt=aXF-bX,dY/dt=cYF-dY,dF/dt=-eX - fY.

Chapter 8
8.7 T=47.07w0.671, 198 min.

88 k= 1.5.
89 89 -20Inx
(@) T2 =kR 3. Confirm from logarithmic plot.
- (b)) R=14.96(4 + 3 x2n—-2)wheren =2, 3, ..., 8 (the Titus—Bode law).
8.13 x>1.472.
814 0314m?2.
8.15 Approximately 50 ft.

8.17 Using the least-squares criterion the second model is more accurate.

8.18 (a)Y=2491S~534(0b)Y=0.97t2,S=0.05



(©)Y=0.44exp(t), S = 0.41.

Model (b) has the smallest sum of squared errors, S.



Index

acceleration due to gravity 123
accuracy 115

activity 205

air resistance 160, 240, 268
animal growth 232
approximations 115

art gallery 63

assumptions 16, 20, 25, 28, 47, 55, 95, 211
athletics 10

attributes 205

bandage 65

basketball 177

battles 140, 179, 279

binomial distribution 194

bird life longevity 7

blood testing 305

buses 274

car exhaust bay 46

car parking 296

chaos 142

clocktime 207

coin tossing 291

continuous random variables 194, 198
corners 32

corridors 32

coupled differential equations 178
cranes 162

crystals 295

data 217

data collection 7, 11, 12, 19, 24, 218, 219
deterministic models 76

difference equations 38, 131

differential equations 150
dimensions 122

discrete random variables 194, 198
disk pressing 252

drag force 221

driving speeds 242

elastic constant 288

empirical models 219

entities 203

equilibrium point 185

errors and accuracy 235
estimating animal populations 294
evacuations 27

event sequencing 203

events 203

exponential distribution 195, 198
factors 15, 89, 129

family names 294

firemen 171

first-order differential equations 151
fish harvest 36

fixtures 49

flowcharts 78

football 177

foxes and rabbits 184

gas flow 76

getting wet 80

gutters 257

hairdressers 203

hand simulation 206
health centres 75

height and weight 220, 227



highway code 24

ice-cream cornet 66
ice-cream sales 111

initial conditions 76, 145, 182, 185, 211
input-output principle 190
inputs 90, 93, 129
integration 56

inverse c.d.f. method 199
investments 62

jumble sales 108, 112
ladders 32, 63

lake models 136, 139

laws of collision 287

least squares 8, 219, 221, 228
lift system 64

loan finance 42

logistic growth curve 155
matrix models 38, 141
methodology 80

mileage 290

modelling flowchart 78
motorways 292

needle crystals 295

Newton's laws of motion 156, 269
normal distribution 195, 198
OHP 296, 317

outputs 90, 93, 129
parachute jumps 268
parameters 26, 83, 90, 93, 117, 210, 227
performance measures 211
physical models 156

picture hanging 291

Poisson distribution 194

population growth 36, 132, 151, 155, 294

presentation 317, 318

prey predator 184

price war 24

prices 104, 114

probability function 194
probability density function 194
problem solving 75
proportionality 106
pseudo-random numbers 197
pyramid selling 64

queue discipline 205

rainfall 80, 94, 107, 257, 263
random numbers 48, 77, 197, 282
random variables 192
random walk model 58

rates of change 150

rejection method 200

report writing 298

reservoirs 92

Reynolds number 126, 221
second-hand car 66
second-order differential equations 156
sheep farming 297

shopping trips 248

shot putt 177

SI units 119

simulation 30, 47, 75, 201
simulation languages 215
simulation packages 216
sleeping policeman 169
smoking tax 246

snooker 283

snow ploughs 54

state variables 203



steady state 38, 41, 211
stochastic models 77, 192
Stokes’ drag 127
sunshine 103

swing doors 170
temperature 236

tennis matches 54
terminal speed 127, 160, 268
testing models 238

tide level 224

time slicing 203

trace tables 207-209

traffic 20, 293

traffic lights 20

transients 211

turf 263

uncoupled differential equations 171
uniform distribution 195, 198

units 118

units conversion table 121

variables 15, 25, 43, 92

vehicle 46

water tank 91
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